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• Perturbation theory cannot always be applied to 
compute observables in QCD.

• Coupling constant becomes large in the low-energy 
regime (quark confinement).

• We employ the variational method, a rigorous, non-
perturbative approach which provides variational upper 
bounds on the ground state energy. 
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• We study the viability of employing a neural network as our variational ansatz. 

• We study scalar field theories, which serve as a toy model for Yang-Mills theories. 

[1] S. Navas et al. (Particle Data Group). Review of 
Particle Physics. Phys. Rev. D, 110(03001), 2024. 
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(a) Ncf = 103, epochs = 50 (b) Ncf = 103, epochs = 100

(c) Ncf = 104, epochs = 25 (d) Ncf = 104, epochs = 50

Figure 2.9: Evolution of the energy for the gradient descent algorithm as a function of the
epoch for the complex ansatz (see Figure 2.2) with the initialization condition x(0) = 3. The
exact ground state energy E = 1

2~! is also plotted.

Fig. 3. Evolution of the energy for the gradient descent 
algorithm as a function of the epoch. The exact ground state 
energy E = 1/2 ħω is also plotted. 
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Figure 2.9: Evolution of the energy for the gradient descent algorithm as a function of the
epoch for the complex ansatz (see Figure 2.2) with the initialization condition x(0) = 3. The
exact ground state energy E = 1

2~! is also plotted.

Fig. 4. Variational estimate of the energy as a 
function of 𝜆. N!" = 10# values are offset. Results 
from perturbation theory, along with its error are 
also shown.

Fig. 1. Neural Network (NN) architecture serving as 
the ansatz for a quantum field theory, where the 
wavefunction is complex. 
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Figure 1.6: Flowchart of the SGD algorithm.Fig. 2. Flowchart of the gradient descent algorithm.
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Figure 3.1: Representation of a 4x4x4 lattice.

3.2 Ground State of the Free Field System

In this chapter we are going to work with �4 field theories, which mean that the interaction
potential in (3.1.9) is

V (�̂, @�̂) = ��4. (3.2.1)

In Ref. [5], the vacuum state of a scalar free field theory, i.e. � = 0, is shown to be

h�| i =  [�] = exp
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up to a constant. The lattice version of this vacuum state is
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3.4 Variational Monte Carlo in Scalar Field Theory

The variational Monte Carlo algorithm in a scalar field theory follows the exact same philos-
ophy as in one-dimensional systems. The flow of the algorithm was pictured in Figure 1.6.
The main difference is that now, instead of having a trial wavefunction that depends on the
position coordinate ( ↵(x)), we have a trial wavefunctional that depends on the values of
the fields at each lattice site ( [�] =  (�1,�2, . . .�L3)). Therefore, the inputs in the neural
network will it will be an array of length L3, being L the number of lattice sites in each
direction. This trial wavefunctional is pictured in Figure 3.2 where L3 is the total number
of lattice sites (thus, also the total number of field variables) and Nhid is the total number
of nodes in the hidden layer. The output layer remains untouched, giving us the real and
imaginary values of the wavefunctional as indicated in (2.1.3). However, now we multiply
this output by the ground state of the theory: exp
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Figure 3.2: Neural network architecture serving as the ansatz for a quantum field system,
where the wavefunction is complex.

Although the set of variational parameters is still ↵ = {W (1), B(1),W (2)}, now there are
many more:

dim(↵) = L3 ·Nhid +Nhid + 2Nhid = Nhid(L
3 + 3) (3.4.1)

By setting L = 1 and Nhid = 4 we recover the 16 variational parameters that we had in one
dimension.

3.5. RESULTS 73

Figure 3.8: Variational estimate energies shown in Figure 3.7 as function of �. The results
from perturbation theory (3.3.17) are also shown. The estimate for � = 0 is slightly offset
so it can be seen clearly.

Here, the execution time was ⇡ 1h 20min/epoch for both cases. So it took around 33h
to compute each evolution. In comparison with the one-dimensional anharmonic oscillator
(42 s/epoch), it takes ⇡ 115 times more time at each epoch. This execution time escalates
with the volume L3. For instance, if we had taken a 23 lattice, the execution time would be
⇡ 10 min/epoch as the ratio of volumes is

4 · 4 · 4
2 · 2 · 2 =

64

8
= 8. (3.5.1)

This code also escalates with the number of configurations needed to actually generate, which
is Nsave · Ncf + Nth.

For both systems, we can see that is in high agreement with the ones that we computed
analytically in previous sections. Actually, already at the first epoch it looks like conver-
gence is already achieved. In addition, for the interacting �4 field theory, slight deviations

Focus on the optimization of the algorithm. As it 
takes ≈ 80 min/iteration for the field theory, in 
comparison with the 43 s/iteration of HO.

In both, quantum mechanics and quantum field 
systems, projector operators could be presented, in 
order to compute excited states.

Fig. 7. Variational estimate energies as 
function of λ. The results from 
perturbation theory are also shown. The 
λ = 0 value is slightly offset.

Fig. 6. Representation of a 43 lattice.
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• Monte Carlo integration with importance sampling is 
used to compute the energy

• Gradient descent optimizes the variational parameters 𝛼.
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n+ 1 �max

1 0.6667
2 0.2857
3 0.1261
4 0.0863
5 0.0674
6 0.0560
7 0.0481
8 0.0423
9 0.0377

Table 1.2: Values �max for adding the n+ 1 order to the perturbative series.

wavefunction parameterized by ↵, then:

E[ ↵] =
h ↵|Ĥ| ↵i
h ↵| ↵i

� E0. (1.2.1)

1.2.1 Proof of the Variational Method
The proof of this method can be found in Ref. [21], which goes as following:

• Let  ↵ be a trial wavefunction. Assume  ↵ is normalized, i.e., h ↵| ↵i = 1 (if  ↵ is
not normalized, we can normalize it without loss of generality).

• Let  0 be the true ground state wavefunction of the Hamiltonian Ĥ with the cor-
responding ground state energy E0. The Hamiltonian Ĥ has eigenstates  n with
corresponding eigenvalues En such that

Ĥ n = En n, (1.2.2)

with E0  E1  E2  . . .

• We can expand the trial wavefunction  ↵ in terms of the complete set of eigenstates
{ n} of Ĥ

 ↵ =
X

n

cn n, (1.2.3)

where cn = h n| ↵i. Since  ↵ is normalized, we have
X

n

|cn|2 = 1. (1.2.4)

• The expectation value of the Hamiltonian Ĥ with respect to  ↵ is

h ↵|Ĥ| ↵i =
*
X

n

cn n

����Ĥ
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+
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4.3.3 Saturation

Nsave E (~!) �E(~!) ��E
(~!) relative error (%) error of relative error (%)

1 0.53439 0.00732 0.00007 1.37067 0.01330

2 0.53826 0.00692 0.00005 1.28574 0.00858

5 0.54207 0.00659 0.00003 1.21689 0.00529

10 0.54373 0.00651 0.00002 1.19779 0.00445

25 0.54472 0.00651 0.00002 1.19501 0.00399

50 0.54357 0.00652 0.00002 1.19894 0.00414

75 0.54426 0.00650 0.00002 1.19443 0.00358

100 0.54347 0.00650 0.00002 1.19653 0.00412

250 0.54434 0.00651 0.00002 1.19542 0.00389

300 0.54402 0.00650 0.00002 1.19506 0.00434

350 0.54305 0.00648 0.00002 1.19301 0.00433

375 0.54380 0.00652 0.00002 1.19913 0.00443

400 0.54347 0.00652 0.00002 1.20043 0.00423

500 0.54396 0.00650 0.00002 1.19539 0.00443

1000 0.54484 0.00648 0.00002 1.18869 0.00403

Table 4.4: Values of the energies, errors, errors of the errors, relative errors and their errors

for di↵erent values of Nsave.

 ↵ =  free
0 · NN↵ (4.3.9)
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Figure 2.9: Evolution of the energy for the gradient descent algorithm as a function of the
epoch for the complex ansatz (see Figure 2.2) with the initialization condition x(0) = 3. The
exact ground state energy E = 1

2~! is also plotted.

• Harmonic oscillator and anharmonic oscillators (with 
different values of 𝜆) are studied.

• Variational upper bounds saturated for the harmonic 
oscillator.

• Variational result for the anharmonic oscillator are 
compared with the ones of perturbation theory.
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3.1.1 Commutation Relations on the Lattice

Here, we determine the position-space representation for the abstract operators �̂ and ⇧̂. In
analogy with the quantum mechanical system studied in Chapter 1, we introduce a vector
space defined by the equation

�̂(x) |�i = �(x) |�i , (3.1.18)

and taking �i @

@�(y) for the representation of ⇧̂(y) in �-space, we get

h�|[�̂(x), ⇧̂(y)]| i = h�|i�(3)(x� y)| i , (3.1.19)

developed in (B.2.1). We have just recovered the commutation relations (3.1.12), verifying
that the representation chosen for ⇧̂(y) is correct. We have also used the fact that @�(x)

@�(y) =

�(3)(x� y). Similarly, in the lattice

�̂(n) |�i = �(n) |�i , (3.1.20)

and we choose � i

a3
@

@�(m) as the representation of ⇧̂(m), therefore

h�|[�̂(n), ⇧̂(m)]| i = h�|ia�3�nm| i , (3.1.21)

developed in (B.2.2). From that, we obtain the equal time commutation relations on the
lattice

[�̂(n), ⇧̂(m)] =
i

a3
�nm. (3.1.22)

Again, we have verified that the representation chosen for ⇧̂(m) is correct. We have used
the fact that @�(n)

@�(m) = �nm.

Finally, with (3.1.17) and � i

a3
@

@�(m) as the representation of ⇧̂(m) on the lattice, we can
write the lattice version of the Hamiltonian

Ĥ = T̂ + Û ,

T̂ = a3
X
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(3.1.23)

In Figure 3.1, a representation of a Nx = Ny = Nz = 4 lattice is shown, where we have
emphasized the dependence of the Hamiltonian on the value of the field in a lattice point as
well as on the values in the corresponding nearest neighbours (marked in red).

• We are now studying the variational wavefunctional.

• The lattice regularized Hamiltonian is:

ü The algorithm seems to achieve convergence and 
reproduce well the harmonic and anharmonic 
oscillators in one dimension when a neural network is 
used as ansatz. It also gives satisfactory upper 
bounds to the ground energy of these systems. That 
is also the case for the free field and the interacting 
field in three dimensions.

ü For the anharmonic oscillator, different values of λ 
are explored. Its variational results are compared 
with those obtained in perturbation theory. An 
agreement between both is observed.

ü In all cases, the ansatz succeeds in reproducing the 
true ground state, with the optimal settings. It takes 
around 10-15 iterations to achieve convergence. 

ü For the field theories, round states are computed 
analytically in a 43 lattice. The values are:  

Ø aE0(λ = 0) = 49.75 for a free field, 
Ø aE0(λ = 0.15) = 52.98 for a ϕ4 theory.

Different values of λ for the interacting field theory 
could be explored and compared with perturbation 
theory.

Going beyond scalar field theory, like QCD. This 
would require improving the code and changing the 
Φ4 Lagrangian for the QCD one. 


