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„Machine learning in astronomy“
in reality



  

Machine learning in astronomy:
Useful references

Books:
● Ivezic+2020: Statistics, Data Mining, and Machine Learning in Astronomy
● Aquaviva 2023: Machine Learning for Physics and Astronomy 

Recent reviews:
● Baron 2019: ML in astronomy – a practical overview
● Fluke & Jacobs 2020: Surveying the reach and maturity of machine 

learning and artificial intelligence in astronomy
● Reis+2021: Effectively using unsupervised machine learning in next 

generation astronomical surveys
● Sen+2022: Astronomical big data processing using machine learning
● Huppenkothen+2023: Impactful Machine Learning Research for 

Astronomy: Best Practices

https://ui.adsabs.harvard.edu/abs/2020sdmm.book.....I/abstract
https://ui.adsabs.harvard.edu/abs/2023mlpa.book.....A/abstract
https://ui.adsabs.harvard.edu/abs/2019arXiv190407248B/abstract
https://ui.adsabs.harvard.edu/abs/2020WDMKD..10.1349F/abstract
https://ui.adsabs.harvard.edu/abs/2021A%26C....3400437R/abstract
https://ui.adsabs.harvard.edu/abs/2022ExA....53....1S/abstract
https://ui.adsabs.harvard.edu/abs/2023arXiv231012528H/abstract


  

„7 types of astronomical data“
Fluke & Jacobs 2020 

https://ui.adsabs.harvard.edu/abs/2020WDMKD..10.1349F/abstract


  

„7 types of astronomical problems“
Fluke & Jacobs 2020 

Learn from previous events, and predict or forecast that 
a similar event is going to occur

Missing information is created, expected to be 
consistent with the underlying truth

New celestial objects, features, or relationships are identified

Insight is gained into the suitability of applying machine learning, 
choice of data set, hyperparameters, etc

https://ui.adsabs.harvard.edu/abs/2020WDMKD..10.1349F/abstract
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„7 types of computational problems“

1)Basic problems: simple statistics: O(N) or O(N log N) at worst
2)Generalized N-body problems: any problem involving distances between 

tuples of points (nearest-neighbor searches, KDE): typically O(N2) or 
O(N3)

3)Linear algebraic problems: linear systems, eigenvalue problems, and 
inverses: can be O(N) but in some cases the matrix of interest is N  N, ×
making the computation O(N3)

4)Optimization problems: from unconstrained (O(N)) to constrained (e.g. 
nonlinear support vector machines: O(N3) convex and nonconvex. 

5)Integration problems: e.g. estimation of Bayesian models: integration 
with high accuracy via quadrature has a computational complexity which is 
exponential in the dimensionality D  MCMC→

6)Graph-theoretic problems: probabilistic graphical models or nearest-
neighbor graphs for manifold learning

7)Alignment problems: “cross-matching” in astronomy: The worst-case 
cost is exponential in N...

Ivezic+2020

https://ui.adsabs.harvard.edu/abs/2020sdmm.book.....I/abstract


  

„7 types of astronomical problems“
Fluke & Jacobs 2020 

ML Methods used in our group: (XD)GMM, kNN, ANN (MLP), CNN, umap, t-SNE, XGBoost

https://ui.adsabs.harvard.edu/abs/2020WDMKD..10.1349F/abstract
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Science case I:
The Gaia open cluster census



  

What is an open star cluster?



  

Gaia DR2: cluster finding in phase space
Serendipitous discoveries

Basically:

New discoveries could be made by 
eye.

The Gaia DR2 data are often so 
good that they look like textbook 
examples for clustering algorithms.

It was clear that much more could 
be found...

Cantat-Gaudin+2018

https://ui.adsabs.harvard.edu/abs/2018A%26A...618A..93C/abstract


  

Cantat-Gaudin+2019: GMM + K-Means

A short history: 

Step 1:
Use Gaussian mixture model to look 

for sharp peaks in the velocity 
distribution

 → cluster candidates

https://ui.adsabs.harvard.edu/abs/2019A%26A...624A.126C/abstract


  

A short history: 

Step 2 (UPMASK):
K-means clustering in 5D astrometric 

space

Step 3 (UPMASK):
Compare minimum spanning tree 
distance with random distribution 

 → confirm cluster candidates

Cantat-Gaudin+2019: GMM + K-Means

https://ui.adsabs.harvard.edu/abs/2019A%26A...624A.126C/abstract


  

Castro-Ginard+2019,2020,2022: 
Applying DBSCAN to Gaia data

https://ui.adsabs.harvard.edu/abs/2019A%26A...627A..35C/abstract
https://ui.adsabs.harvard.edu/abs/2020A%26A...635A..45C/abstract
https://ui.adsabs.harvard.edu/abs/2022A%26A...661A.118C/abstract


  

5D clustering + simple ANN classifier (trained with expert humans)
 to distinguish cluster and asterism colour-magnitude diagrams (90% accuracy)  

Castro-Ginard+2019,2020,2022: 
Applying DBSCAN to Gaia data

https://ui.adsabs.harvard.edu/abs/2019A%26A...627A..35C/abstract
https://ui.adsabs.harvard.edu/abs/2020A%26A...635A..45C/abstract
https://ui.adsabs.harvard.edu/abs/2022A%26A...661A.118C/abstract


  

Castro-Ginard+2019: 
Applying DBSCAN in the Perseus arm

Some in common with Cantat-Gaudin+2019, but also ~40 new ones

https://ui.adsabs.harvard.edu/abs/2019A%26A...627A..35C/abstract
https://ui.adsabs.harvard.edu/abs/2019A%26A...624A.126C/abstract


  

Castro-Ginard+2020: 
Applying DBSCAN to the full Galactic disc

https://ui.adsabs.harvard.edu/abs/2022A%26A...661A.118C/abstract


  

Cantat-Gaudin+2020: 
Open cluster parameters with an ANN

astrophysics

https://ui.adsabs.harvard.edu/abs/2020A%26A...640A...1C/abstract


  

Cantat-Gaudin & Anders 2020: 
Heaps of asterisms in the OC literature

 → Also an un-discovery leads to astrophysics

https://ui.adsabs.harvard.edu/abs/2020A%26A...633A..99C/abstract


  

Asterisms: 
Why we get fooled

In the discovery process:

● because we want to discover something
● because 1-2 bright stars dominate the light 

profile and fool the eye
● because of holes in the dust distribution
● because of zonal distortions in ancillary 

Schmidt plate data

In literature work:

● because of tradition
● to avoid conflicts with referees and 

established researchers



  

Conclusions after Gaia DR2

1) Gaia is an optimal playground for clustering! We are not even doing the most fancy 
things. Almost every time we try a new algorithm, we find something new.

2) The hard work is not in finding candidates - but in vetting and interpreting 
them. What is a good metric in 5D astrometric space?

3) Don‘t use catalogues blindly. 
Nobody will ever write a paper about the non-existence of Basel 5.
That doesn‘t mean it actually exists.



  

Science case II:
Stellar parameter estimation



  

Rany Assaad (MSc thesis 
2021@UB/USurrey):

● Tested ANN regression of Gaia 
DR2 + photometry to spectroscopic 
labels (Queiroz+2020)

Label transfer: 
Spectroscopy  Gaia + photometry →

(>300M stars)

https://ui.adsabs.harvard.edu/abs/2020A%26A...638A..76Q/abstract


  

Label transfer: 
Spectroscopy  Gaia DR2 + photometry →

(>300M stars)

R. Assaad MSc thesis 2021, Anders+2023 proceeding

Test dataset:

https://ui.adsabs.harvard.edu/abs/2023arXiv230206995A/abstract


  

               DR3: 220M BP/RP spectra!

De Angeli+2023:
● First eight XP coefficients (see 

Carrasco+2021) of the continuous 
representation in BP and RP

CU8 presentation 
O. Creevey EAS 2021

https://ui.adsabs.harvard.edu/abs/2023A%26A...674A...2D/abstract
https://ui.adsabs.harvard.edu/abs/2021A%26A...652A..86C/abstract


  

                  DR3 StarHorseNet  SHBoost→
● DR3 includes 220M XP spectra  they can be easily fed to a StarHorseNet-→

like code
 → project to derive higher-precision stellar labels (with/without XP spectra)

Borisov+2021 benchmark-tested regression algorithms for tabular data

https://ui.adsabs.harvard.edu/abs/2021arXiv211001889B/abstract


  

XGBoost regression in astronomy

● Extreme Gradient-Boosted Trees python package xgboost: scalable, „
portable and accurate“ implementation of boosted trees (Friedman 2001, 
Chen & Guestrin 2016)

● Widely used for classification in astro: e.g. Bethapudi & Desai 2018; Yi et al. 2019; 
Li et al. 2019; Cunha & Humphrey 2022

● Examples for regression: 
● Photometric redshifts (Chong & Yang 2019; Li+2022; Humphrey+2023)
● Number of sunspots (Dang+2022)
● Spectroscopic stellar ages (Hayden+2022; Anders+2023)

Borissov+2021 benchmark-tested regression algorithms for tabular data

https://ui.adsabs.harvard.edu/abs/2016arXiv160302754C/abstract
https://ui.adsabs.harvard.edu/abs/2018A%26C....23...15B/abstract
https://ui.adsabs.harvard.edu/abs/2019ApJ...887..241Y/abstract
https://ui.adsabs.harvard.edu/abs/2019ChA%26A..43..539L/abstract
https://ui.adsabs.harvard.edu/abs/2022A%26A...666A..87C/abstract
https://ui.adsabs.harvard.edu/abs/2019EPJWC.20609006C/abstract
https://ui.adsabs.harvard.edu/abs/2022MNRAS.509.2289L/abstract
https://ui.adsabs.harvard.edu/abs/2023MNRAS.520..305H/abstract
https://ui.adsabs.harvard.edu/abs/2022arXiv220305757D/abstract
https://ui.adsabs.harvard.edu/abs/2022MNRAS.517.5325H/abstract
https://ui.adsabs.harvard.edu/#abs/2023A&A...678A.158A/abstract


  

             DR3 StarHorse  SHBoost→
● XGBoost works very nicely (even without parameter tuning) to predict 

StarHorse-like output parameters (d, Av, T
eff

, log g, [M/H], mass)
● Much better metallicities (~0.15 dex) thanks to Gaia XP spectra
● Also works well for white dwarfs and hot stars (larger training set)



  

Science case III:
Chemical tagging



  

Science case III:
Chemical tagging 

Minchev+2018 PR

https://ui.adsabs.harvard.edu/abs/2018MNRAS.481.1645M/abstract
https://www.aip.de/en/news/uncovering-the-birthplaces-of-stars-in-the-milky-way/


  

Science case III:
Chemical tagging 

Freeman & Bland-Hawthorn 2002

Minchev+2018 PR

https://ui.adsabs.harvard.edu/abs/2002ARA%26A..40..487F/citations
https://ui.adsabs.harvard.edu/abs/2018MNRAS.481.1645M/abstract
https://www.aip.de/en/news/uncovering-the-birthplaces-of-stars-in-the-milky-way/


  

Science case III:
Chemical tagging 

Freeman & Bland-Hawthorn 2002

Minchev+2018 PR?

https://ui.adsabs.harvard.edu/abs/2002ARA%26A..40..487F/citations
https://ui.adsabs.harvard.edu/abs/2018MNRAS.481.1645M/abstract
https://www.aip.de/en/news/uncovering-the-birthplaces-of-stars-in-the-milky-way/


  

An easy  example: „ “
Finding very metal-poor stars in surveys

Matijevic+2017:
First t-SNE analysis of stellar spectra 

https://ui.adsabs.harvard.edu/abs/2017A%26A...603A..19M/abstract


  

An easy  example: „ “
Finding very metal-poor stars in surveys

Matijevic+2017

https://ui.adsabs.harvard.edu/abs/2017A%26A...603A..19M/abstract


  

Testing the idea of strong chemical tagging
with HDBSCAN

Casamiquela+2021 Idealised scenario:
● All sample stars are open cluster members 
● High-resolution (R 45,000), high SNR ( 70) spectra> >
● Only red-clump stars  no abundance trends with →

temperature or gravity
Casamiquela+2016

https://ui.adsabs.harvard.edu/abs/2021A%26A...654A.151C/abstract
https://ui.adsabs.harvard.edu/abs/2016MNRAS.458.3150C/abstract


  

Testing the idea of strong chemical tagging
with HDBSCAN

Casamiquela+2021 Idealised scenario:
● HDBCSAN finds groups in abundance space  → no correspondence with physical 

clusters
● umap (similar to t-SNE) only used for visualisation  

https://ui.adsabs.harvard.edu/abs/2021A%26A...654A.151C/abstract


  

Testing the idea of strong chemical tagging
with HDBSCAN

Casamiquela+2021 Idealised scenario:
● HDBCSAN finds groups in abundance space  → never 1:1 correspondence with 

physical clusters

https://ui.adsabs.harvard.edu/abs/2021A%26A...654A.151C/abstract


  

Testing the idea of strong chemical tagging
with HDBSCAN

Casamiquela+2021 More realistic scenario (APOGEE survey):
● As expected, HDBSCAN finds groups, but the physical correspondence is even worse

https://ui.adsabs.harvard.edu/abs/2021A%26A...654A.151C/abstract
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„Machine learning in astronomy“
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