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Gamma 2022 J. Rico - Dark Matter Searches with Gamma Rays and Cosmic Rays Barcelona, July 5 2022

Program

★ Intro: what is dark matter and how we look for it


★ Indirect WIMP searches

✦ [Charged] cosmic rays


✦ Gamma rays


✦ Neutrinos


★ Axion-like particles
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Evidence for dark matter

4

★ Evidence:

✦ Rotation of stars 

in galaxies


✦ Rotation of 
galaxies in galaxy 
clusters


✦ Lensing


✦ Bullet cluster


✦ Power spectrum 
of cosmic 
microwave 
background


✦ Large structure 
formation

Planck Collaboration: Cosmological parameters
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck
TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.

it is not possible to inter-calibrate the spectra to a precision of
better than 1 % without invoking a reference model. The fidu-
cial theoretical spectra CTh

` contained in CTh are derived from
the best-fit temperature data alone, assuming the base-⇤CDM
model, adding the beam-leakage model and fixing the Galactic
dust amplitudes to the central values of the priors obtained from
using the 353-GHz maps. This is clearly a model-dependent pro-
cedure, but given that we fit over a restricted range of multipoles,
where the TT spectra are measured to cosmic variance, the re-
sulting polarization calibrations are insensitive to small changes
in the underlying cosmological model.

In principle, the polarization e�ciencies found by fitting the
T E spectra should be consistent with those obtained from EE.
However, the polarization e�ciency at 143 ⇥ 143, cEE

143, derived
from the EE spectrum is about 2� lower than that derived from
T E (where the � is the uncertainty of the T E estimate, of the
order of 0.02). This di↵erence may be a statistical fluctuation or
it could be a sign of residual systematics that project onto cali-
bration parameters di↵erently in EE and T E. We have investi-
gated ways of correcting for e↵ective polarization e�ciencies:

adopting the estimates from EE (which are about a factor of
2 more precise than T E) for both the T E and EE spectra (we
call this the “map-based” approach); or applying independent
estimates from T E and EE (the “spectrum-based” approach). In
the baseline Plik likelihood we use the map-based approach,
with the polarization e�ciencies fixed to the e�ciencies ob-
tained from the fits on EE:

⇣
cEE

100

⌘
EE fit

= 1.021;
⇣
cEE

143

⌘
EE fit

=

0.966; and
⇣
cEE

217

⌘
EE fit

= 1.040. The CamSpec likelihood, de-
scribed in the next section, uses spectrum-based e↵ective polar-
ization e�ciency corrections, leaving an overall temperature-to-
polarization calibration free to vary within a specified prior.

The use of spectrum-based polarization e�ciency estimates
(which essentially di↵ers by applying to EE the e�ciencies
given above, and to T E the e�ciencies obtained fitting the T E
spectra,

⇣
cEE

100

⌘
TE fit

= 1.04,
⇣
cEE

143

⌘
TE fit

= 1.0, and
⇣
cEE

217

⌘
TE fit

=

1.02), also has a small, but non-negligible impact on cosmo-
logical parameters. For example, for the ⇤CDM model, fitting
the Plik TT,TE,EE+lowE likelihood, using spectrum-based po-
larization e�ciencies, we find small shifts in the base-⇤CDM
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Fig. 1. Planck 2018 temperature power spectrum. At multipoles ` � 30 we show the frequency-coadded temperature spectrum
computed from the Plik cross-half-mission likelihood, with foreground and other nuisance parameters fixed to a best fit assuming
the base-⇤CDM cosmology. In the multipole range 2  `  29, we plot the power spectrum estimates from the Commander
component-separation algorithm, computed over 86 % of the sky. The base-⇤CDM theoretical spectrum best fit to the Planck
TT,TE,EE+lowE+lensing likelihoods is plotted in light blue in the upper panel. Residuals with respect to this model are shown in
the lower panel. The error bars show ±1� diagonal uncertainties, including cosmic variance (approximated as Gaussian) and not
including uncertainties in the foreground model at ` � 30. Note that the vertical scale changes at ` = 30, where the horizontal axis
switches from logarithmic to linear.
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Bullet Cluster (NASA/CXC/M. Weiss)

Planck A&A 641 (2020) A6

Credit: Center for Cosmological Physics
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The Cold Dark Matter Paradigm
★ Dark matter (DM) is a particle beyond Standard Model:


✦ Electrically neutral


✦ Non baryonic


✦ Non-relativistic or cold at freeze-out


✦ Stable at cosmological scales


★ DM Discovery = revolution in Physics:

✦ Physics beyond the Standard Model


✤ → New particle [sector] constituting ~80% of total mass; 


✤ → New interaction[s?]


✤ → Elucidation of other standing problems of Particle Physics


✦ DM distribution in galaxies and clusters → improve our understanding on formation, 
evolution and dynamics of large structures


✦ If a thermal relic, probably the earliest one at reach → insight in early epochs of the 
Universe prior to nucleosynthesis
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Cold dark matter candidates
★ Weakly Interacting Massive Particles (WIMPs):


✦ Mass and interaction cross section in the weak 
scale provides correct (thermal) relic density


✦ Different candidates arise in theories Beyond the 
Standard Model addressing the hierarchy problem


★ Axion-like particles

✦ Very light (10-10 – 10-2 eV), neutral particle


✦ Produced non-thermally


✦ Can convert to photons (and back)


★ Sterile neutrinos

✦ Natural ingredient of mechanism for generating 

neutrino masses


✦ Interact only through mixing with ordinary 
neutrinos


★ Primordial black holes

✦ Being found by Gravitational Waves detectors?


★ …

6
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Figure 1 | Dark matter candidates indicating the interdependence of the
interaction cross-section and particle mass97. The candidate most
generically within reach of indirect detection belongs to the concept of
weakly interacting massive particles (WIMPs), predicted by a variety of
theories, most notably supersymmetry—that is, the neutralino. KK stands
for Kaluza–Klein, LTP refers to lightest t(ime-parity)-odd particle and CDM
is cold dark matter. Figure reproduced from ref. 97.

that range between factors of a few to orders of magnitude, depen-
dent on what target is chosen. For decaying dark matter, the
respective cross-section enters linearly, with the corresponding
integral being sometimes referred to as the ‘D-factor’.

These uncertainties per se do not impact on the credibility of any
discovery. However, an additional challenge for indirect detection
is the fact that astrophysical sources, especially in the usual regime
of limited statistics, can mimic sources of dark matter annihilation.
Whereas direct detection also suffers from (comparably smaller)
astrophysical uncertainties,mainly in the darkmatter velocity distri-
bution and local dark matter density, direct detection appears to be
themost straightforwardmethod for discovery, leaving the credibil-
ity subject only to the ambiguity in controlling the experimental set-
ups and instrumental backgrounds. Particle collider searches can
discover dark matter candidates, and once the connection is made
between these candidates and cosmological dark matter, they have
the chance to elucidate the properties of dark matter. However, once
again, owing to the uncertain nature of the potential interaction
channels, collider searches might still fail even if the mass range
would suffice. Finally, indirect dark matter search techniques can
benefit from serendipity. Discoveries in the high-energy universe
have the potential to reveal places with extremely promising char-
acteristics for dark matter studies, and the indication of anomalies,
interpreted as potential dark matter signatures, may arise as the by-
product of studying other astrophysical phenomena. The history
of discoveries in astronomy, cosmology and astroparticle physics
testifies that serendipity, while unable to deploy into an active search
method, did bring substantial insights.

How to search for dark matter using indirect methods?
There are a variety of anticipated experimental signatures of particle
dark matter that leave imprints in the observable energy spectra
and/or spatial distribution of gamma-ray photons or charged cosmic

rays. Statistical techniques to exploit such signatures—foremost
the multi-dimensional profile likelihood and template-fitting signal
decomposition—have had significant impact on the progress of
indirect detection.

A principal challenge for indirect detection methods is the issue
of source confusion and poorly determined backgrounds. It is well
known that, both for the gamma ray and the charged cosmic-
ray channel, pulsars provide spectral signatures that are in most
practical cases indistinguishable from dark matter. So far the only
known smoking-gun signal indirect detection can provide is there-
fore based on the unique spectral features, the most spectacular
being a spectral line originating from the annihilation of darkmatter
particles with each other, resulting in either two photons or a boson
and a photon (or both, for multiple lines)3,4. Generically, such pro-
cesses are suppressed, as they are almost exclusively possible via loop
processes, but different mechanisms can lead to enhancements5.
Distinctive spectral features not only provide a smoking-gun signal,
but they also allow the experimentalist to choose a data-driven
method for inferring the background, as control regions are easily
defined in this case.

There are celestial regions where dark matter searches appear
more promising. As detailed below, this relates to the anticipation
of the successful distinction between dark-matter-related emission
signatures and the omnipresent astrophysical backgrounds. When
exploring over-densities in gravitationally boundmatter, the regular
morphology of dark-matter-related signals turns out to be a power-
ful discriminator against usually unevenly structured astrophysical
emissions. N -body simulations of the cosmic structure allow for
the prediction of spatial mass density profiles, with the common
features among them being smooth and regular density gradients
away from a central mass or mass assembly, parametrized as the
Navarro–Frenk–White, Einasto, Moore, or Burkert dark-matter-
halo density distributions6–9.

An indirect method seeking for evidence for dark matter ann-
ihilation on cosmological scales10 measures the cross-correlation
between astronomical object catalogues11–13 or gravitational distor-
tion in the weak lensing regime14,15 and the extragalactic gamma-
ray background. Whereas a positive correlation is the principal
evidence for the cosmological origin of the extragalactic gamma-ray
background, cross-correlation signals originating from dark matter
annihilation are anticipated to be different from those of astrophys-
ical foregrounds. The intensity, spectrum, and spatial distribution
of resolved and unresolved gamma-ray sources, as well as large-
scale galactic emission16,17, leave imprints on different angular scales
than those of annihilating dark matter particles. The degeneracy
between different scenarios and contributions is anticipated to be
reduced when the angular cross-correlation is investigated by con-
sidering a multitude of astronomical object catalogues, and in dif-
ferent energy windows. Another way to investigate the extragalactic
gamma-ray background for dark-matter-induced angular features
(anisotropies) on the cosmological scale emerged by considering the
auto-correlation angular power spectrum18–20. The predicted shape
of the angular power spectrumof gamma rays originating fromdark
matter annihilation deviates from that caused by other astrophysical
sources where intensity and density scale linearly. Guaranteed con-
tributions from unresolved sources to the extragalactic gamma-ray
background, as well as astrophysical foregrounds leaving imprints in
the angular power spectrum, render the interpretation of the results
from this method strongly conditional on the assumptions of the
analysis methodology.

Experimental techniques in cosmic-ray physics offer sufficiently
precise measurements of the charge, charge-sign, momentum and
mass to identify individual cosmic-ray particles or nuclei over a
large energy range. This energy scale conveniently corresponds
to the mass range of WIMPs. Anomalies in cosmic-ray spectra,
or more precisely in the measurements of antiparticles such as

NATURE PHYSICS | VOL 13 | MARCH 2017 | www.nature.com/naturephysics

© 2017 Macmillan Publishers Limited, part of Springer Nature. All rights reserved.
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Searches for WIMP dark matter 

8

SM + SM → 𝜒 + 𝜒 𝜒 + 𝜒 → SM + SM𝜒 + SM → 𝜒 + SM

Production IndirectDirect
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Indirect searches

9

Hadronization, 
decay, radiation

Final states

γ, e±, p±, ν,…

★ Indirect searches: looking for 
spectral and spatial signatures of dark 
matter in the extra-terrestrial fluxes of 
stable SM particles


★ HE Messangers:

✦ Gamma-rays

✦ Neutrinos

✦ Electron/positrons

✦ Antiprotons, Antideuterium, Anti-

nuclei

★ Characteristic spectral features:

✦ Separation from background

✦ Can measure basic physical 

properties: mass, cross-section / 
lifetime


★ Gamma-rays or neutrinos do not 
suffer from propagation effects:

✦ Exploit spatial features known from 

simulations

✦ Can determine DM abundance and 

distribution in the Universe   

𝜒

𝜒 SM

SM

_

Primary 
channels:

bb, W-W+, 

ZZ, 𝜏 -𝜏 +,…
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★ Production:


✦ Signal intensity:                                                           
→ Total observed mass and/or concentration           
→ Annihilation cross section or lifetime                         
→ Mass                                                                           


✦ Spectral features:                                                     
→ Branching ratio of different final states                        
→ Mass


★ Transport (for charged particles):

Features of signals

10

Relevant particle physics properties:

1. Annihilation cross section (or decay rate)
2. Mass of the DM particle
3. BR in the different final states

1 + 2 :  Size of the signal
2 + 3 : Spectral features

W�

�

�

l q W+Z H

l q Z H

Features of the astrophysical signals

Non-relativistic
annihilation (or decay)
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Program

★ Intro: what is dark matter and how we look for it


★ Indirect WIMP searches

✦ [Charged] cosmic rays


✦ Gamma rays


✦ Neutrinos


★ Axion-like particles
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★ Main strategy: 

✦ look for anomalies in spectra of cosmic 

ray (CR) anti-particles (anti-protons, 
positrons, anti-nuclei)


✦ May be produced in annihilation or decay 
of DM particles into pairs of SM particles,


✦ Background: secondary CRs by 
interaction of primary CRs in interstellar 
medium, eg in pulsars, PWN, SNR…


✦ Uncertainties: distance-, time- and 
energy- dependence of CR sources and 
propagation.


★ Also look for anisotropies in the CR 
flux


★ Because of energy losses, we only 
detect local charged CRs
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Anti-proton/proton ratio
★ Data from AMS-02 on board the ISS 

[Phys. Rev. Lett. 117 (2016) 091103]


★ Solar modulation and tertiary CR 
component needed to fit the data


★ Authors claim: “DM component has 
distinct shape and improves the fit (3𝜎 
level effect)”, but trials have not been 
taken into account…


★ Also, several uncertainties affect the 
modeling: 

✦ the primary proton and Helium spectra


✦ the antiproton spallation production cross 
section 


✦ CR propagation schemes 


•
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FIG. 1. Comparison of our best-fit proton and helium fluxes as a function of rigidity with AMS-02 and Voyager data. Both
plots show the default setup without DM. In addition, we show the best fit before solar modulation ('� = 0). The fit range is
R = (5�300) GV (between the dotted lines).

FIG. 2. Comparison of our best-fit antiproton-over-proton ratio as a function of rigidity with AMS-02 data. The left plot shows
the default setup without DM, while the plot in the right panel shows the corresponding setup with DM. In addition, we show
the tertiary component, the DM component, and the best fit before solar modulation ('� = 0). The fit range is R = 5 to
300 GV (between the dotted lines).

and Voyager. The respective plots from the fit including DM look very similar. The residuals in the lower panels show
a perfect agreement of the AMS-02 data with the Galprop model. However, they also already hint at a problem:
The fluctuation of data points around the best fit is much smaller that the dominating systematic uncertainty. If this
uncertainty is taken to be uncorrelated the fit results in a �2 per degree of freedom (dof) much smaller than 1. We
elaborate on possible correlation scenarios in more detail in Sec. V.

Figure 2 shows the best fit of the antiproton-to-proton ratio. Considering the fit regime from 5 to 300 GV there is
a clearly visible improvement in the residuals, if DM is included in the fit. The significance in terms of �2 difference
between the fits excluding and including DM is ��2

' 12.7 which formally corresponds to 3.1�. For the considered
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Bounds from anti-protons

★ Excess best fitted by DM particle with mDM ~70 GeV and about the thermal relic density


★ Limits for other masses exclude relic density


★ Remember: affected by large uncertainties

14

Bounds from antiprotons
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FIG. 1: Comparison of the best fit of the p̄/p ratio to the AMS-02 data [14], with a DM component (left panel) and
without DM (right panel). The lower panels show the corresponding residuals. The fit is performed between the

dotted lines, i.e., for rigidities 5GV  R  10TV. The grey bands around the best fit indicate the 1 and 2�
uncertainty, respectively. The dashed black line (labeled “�� = 0 MV”) shows the best fit without correction for

solar modulation. The solid red line shows the best fit DM contribution. We also show, for comparison, the
contribution from astrophysical tertiary antiprotons denoted by the dot-dashed line.

not reduce the evidence for a DM matter component in
the antiproton flux, and modifies only slightly the pre-
ferred ranges of DM mass and annihilation cross-section,

FIG. 2: Best fit regions (1, 2 and 3�) for a DM
component of the antiproton flux, using the antiproton
cross-section models of [40] (Tan & Ng), [41] (di Mauro
et al.), and [42] (Kachelriess et al.). For comparison, we
also show the best fit region of the DM interpretation of

the Galactic center gamma-ray excess [38], and the
thermal value of the annihilation cross-section,

h�vi ⇡ 3⇥ 10
�26 cm3s�1.

see FIG. 2. This represents an important test, since the
cross-sections used are quite different in nature. While
those of [40, 41] are based on a phenomenological param-
eterization of the available cross-section data, the cross
section of [42] is based on a physical model implemented
through Monte Carlo generators. While this check does
not exhaust the range of possible systematics related to
the antiproton cross-section, a more robust assessment
of this issue requires more accurate and comprehensive
experimental antiproton cross-section measurements.

From TABLE I we note that including a DM compo-
nent induces a shift in some of the propagation param-
eters. In particular the slope of the diffusion coefficient,
�, changes by about 30% from a value of � ⇡ 0.36 with-
out DM to � ⇡ 0.25 when DM is included. This stresses
the importance of fitting at the same time DM and CR
background. The changes induced by a DM component
in the other CR propagation parameters are less than
about 10%. More details are reported in the supplemen-
tary material.

As a further estimate of systematic uncertainties, we
have extended the fit range down to a rigidity of R =

1GV. In this case, the fit excludes a significant DM com-
ponent in the antiproton flux. This can be understood
from the residuals for this case, which are very similar to
the ones shown in the right panel of FIG. 1. Clearly, the
excess feature at R ⇡ 18GV, responsible for the DM pref-
erence in the default case, still remains. The reason why
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Positron fraction
★ Clear feature in the e+/(e++e-) ratio for 

E>10 GeV, detected by Pamela (2009) 
and later confirmed by Fermi-LAT (2012) 
and AMS-02 (2014) 


★ Signs of flattening/cutoff above 300 GeV 
measured by AMS-02


★ Possible explanations:

✦ Dark matter annihilation or decay, implying 

mDM>O(TeV) and <𝜎v> ≃ 10-23 cm3s-1 cross 
section


✤ Huge cross section, why other channels or 
gammas from bremsstrahlung not detected?


✦ Nearby astrophysical source(s), e.g. pulsar-
wind-nebulae


★ Measuring anisotropy as a function of 
the E would provide extra clues
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Figure 3. The positron fraction measured by AMS-02 and PAMELA (blue and cyan points respec-
tively), and fits using the gravitino decay products + background for three different values of the
gravitino mass (in red), 1 (continuum line), 2 (dot-dashed) and 3 TeV (dashed). The background and
gravitino contributions are also shown separately in grey and pale brown respectively.

 0

 50

 100

 150

 200

 250

10
0

10
1

10
2

10
3

E
3
 Φ

e-  [
G

eV
2
 m

-2
 s

r-1
 s

-1
]

Energy [GeV]

Pamela
AMS-02
Gravitino
bck  
Gravitino + bck

(a)

 0

 5

 10

 15

 20

 25

 30

10
0

10
1

10
2

10
3

E
3
 Φ

e+
 [

G
eV

2
 m

-2
 s

r-1
 s

-1
]

Energy [GeV]

Pamela
AMS-02
Gravitino
bck  
Gravitino + bck

(b)

Figure 4. The electron (a) and positron (b) flux measured by AMS-02 and PAMELA (blue and cyan
points respectively), and fits using the gravitino decay products + background for three different values
of the gravitino mass (in red), 1 TeV (continuum line), 2 TeV (dot-dashed) and 3 TeV (dashed). The
background and gravitino contributions are also shown separately in grey and pale brown respectively.

others, DM decay/annihilation [69, 70] can produce a sizeable contribution11. The observed
11

The main EGB contributors are blazars, star-forming galaxies, diffuse processes as intergalactic shocks [71–

73], interactions of ultra high energy CRs with the Extragalactic Background Light (EBL) [74], and CR

interactions in small solar system bodies [75]

– 10 –

Carquin et al. Phys. Dark Univ. 11 (2016) 1
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FIG. 11. Left panel: The spectrum of electrons from SNRs is shown with a red dashed line, and the total flux of electrons
(including pulsars and secondary products of CR interactions) with a red solid line. The total flux obtained neglecting the
KN e↵ect (dash-dotted green line) is also shown. Right panel: positron fraction compared with data from PAMELA [12],
Fermi-LAT [107] and AMS-02 [16]. In both panels the shaded area shows the e↵ect of fluctuations due to the stochastic nature
of sources.

hP0i = 300 ms, which can be considered as the highest value found in the literature [86], and we obtain that the
e�ciency required in this case is ⌘ = 85%.

One of the novelties of the calculations presented here with respect to previous literature is the fact that the time-
dependent injection of pairs by pulsars is properly taken into account, rather than considering impulsive release by
these sources (see Sec. III B). It is easy to understand that this di↵erent approach makes a di↵erence especially at
very high energies, where the duration of the source injection (although this concept requires a more careful definition
when the injection rate is time dependent) becomes comparable with the propagation time from the source to the
Earth. The burst approximation is increasingly better justified for distant sources and for smaller values of P0. In
the right panel of Fig. 10 we show the comparison between the time dependent prediction (red solid line) and the
one based on the burst assumption (green dashed line), each with the associated estimate of the role of fluctuations
(shaded areas). The predictions for the two approaches start departing from each other only at energies & 10 TeV,
while no appreciable di↵erence can be noticed in the energy range where AMS-02 measurements are available. Both
approaches lead to an excellent description of the measured positron flux at Earth.

C. Electron spectrum and positron fraction

Once the contribution of pulsars to the positron flux is properly calibrated to the AMS-02 observations, as discussed
in Sec. V B, we can proceed to the final part of our analysis, namely the calculation of the positron fraction. The
first step in this direction is the reassessment of the spectrum of electrons. Compared with the results presented
in Sec. V A we can now include the contribution of pulsars to the electron spectrum. This leads to a slight change
in the parameters needed to fit the AMS-02 data, as we show in the left panel of Fig. 11: the dashed line shows
the contribution of SNRs, which is now very close to the data, but the contribution of pulsars is crucial to fit the
total spectrum of electrons. The flux of electrons as due to CR interactions with the ISM is small, but included in
Fig. 11. The inclusion of the contribution of pulsars to the electron spectrum results in the need for a somewhat
steeper injection spectrum in SNRs (slope 2.58 versus 2.56). Since the electron flux is dominated by the contribution
of SNRs, the feature at & 50 GeV due to the onset of KN on the UV background is clearly visible even after adding
pulsars [26]. The dash-dotted green curve in Fig. 11 illustrates the result of our calculations if we artificially remove
the KN e↵ect on the energy loss rate so that b(E) / E

2 for each of the ICS channels and for synchrotron losses. This
case requires a harder injection spectrum to reproduce the low-energy data but is clearly unable to reproduce the
electron measurements over the entire energy range, even after accounting for the contribution of PWNe.

Evoli et al Phys. Rev. D103 (2021) 083010
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shows the e↵ect of fluctuations (two standard deviations). Right panel: The colored lines show 20 di↵erent random realizations
from the Monte Carlo simulations.

The positron fraction is shown in the right panel of Fig. 11. The fluctuations at two standard deviations as due
to the stochastic nature of the sources (shaded area) are also shown and compared with the ratio as measured by
PAMELA [12], Fermi-LAT [107] and AMS-02 [16]. The rising positron fraction is naturally reproduced by the pulsar
contribution to the positron flux. At energies of a few hundred GeV, where the spectrum of positrons from pulsars
becomes steeper, the fraction starts declining slightly. However, since the cuto↵ associated with the potential drop
of pulsars is typically at much higher energy than the maximum energy of electrons accelerated in SNRs, for E & 5
TeV the predicted positron fraction shows an uprise. On the other hand at the same energies fluctuations due to the
stochastic nature of sources become large and the positron fraction at these energies is expected to show a rather
irregular trend. Current data at high energies, as shown in the right panel of Fig. 11, have insu�cient accuracy to
clearly highlight these e↵ects.

The spectrum of e
+ + e

� as derived here and used to calculate the positron fraction is shown in Fig. 12 (red
solid curve) together with the corresponding data from AMS-02 [16], CALET [51], DAMPE [52], HESS 1 [49, 50],
FERMI [13], PAMELA [93], and VERITAS [108]. The di↵erent contributions (from pulsars, SNRs and CR interac-
tions) are shown separately. The total spectrum exhibits a clear trend toward a decline, shown by the data and well
reproduced by the results of our calculations. At energies & 10 TeV, the flux of e+ + e

� is typically dominated by a
few local and recent sources, a fact that reflects in a sensible increase of the fluctuations.

Moreover, in the right panel of Fig. 12 we show a sample of 20 random lepton spectra from the Monte Carlo
computation. Note that the spectrum from each realization is rather smooth up to ⇠ 10 TeV, while at higher energies
several features appear reflecting the occasional contribution of local and recent sources. We discuss more in detail
the e↵ect of local sources in Sec. V D.

D. Locality

In this section we discuss the e↵ect of local sources on the observed flux at di↵erent energies. This issue is of
special importance for electrons and positrons due to the fact that their transport on Galactic scales is dominated
by radiative losses (for nuclei see, e.g., [109, 110]). At higher and higher energies the number of sources that can

1
The systematic errors for H.E.S.S. measurements are computed from two tables provided by the collaboration at https://

www.mpi-hd.mpg.de/hfm/HESS/pages/publications/auxiliary/auxinfo_electrons.html and https://www.mpi-hd.mpg.de/hfm/HESS/

pages/publications/auxiliary/auxinfo_electrons2.html.

Electron flux
★ Overall flux dominated by primaries (SNRs, PWNe) and secondaries CR 

interactions


★ Spectral features:

✦ Hardening at ~40 GeV → transition from Thomson to KN regimes in IC of electrons 

with UV background light


✦ Cutoff at ~1 TeV due to spiral-arm distribution of sources (SNR) and energy-
dependent horizon due to radiative losses
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tively), and fits using the gravitino decay products + background for three different values of the
gravitino mass (in red), 1 (continuum line), 2 (dot-dashed) and 3 TeV (dashed). The background and
gravitino contributions are also shown separately in grey and pale brown respectively.
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Figure 4. The electron (a) and positron (b) flux measured by AMS-02 and PAMELA (blue and cyan
points respectively), and fits using the gravitino decay products + background for three different values
of the gravitino mass (in red), 1 TeV (continuum line), 2 TeV (dot-dashed) and 3 TeV (dashed). The
background and gravitino contributions are also shown separately in grey and pale brown respectively.

others, DM decay/annihilation [69, 70] can produce a sizeable contribution11. The observed
11

The main EGB contributors are blazars, star-forming galaxies, diffuse processes as intergalactic shocks [71–

73], interactions of ultra high energy CRs with the Extragalactic Background Light (EBL) [74], and CR

interactions in small solar system bodies [75]

– 10 –
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FIG. 6. The plot on the left shows the position of the explosions in the Galactic plane in a given realization and for a simulation
time of 1 Myr. In the same plot we show the loci of the four arms of the Milky Way spiral structure. The position of the Sun
is represented by the thick (blue) circle. The plot on the right shows an enlarged version of this plot (centered on the Sun
location), where additionally we show the particle horizon for three di↵erent energies: 100 GeV, 1 TeV and 10 TeV.

e↵ect of radiative losses. Hence the spectrum and level of fluctuations for energies in the & TeV region are profoundly
a↵ected by the spiral structure. Similar considerations hold for the expected anisotropy.

The stars that give rise to most supernova explosions are located in star-forming regions which in turn cluster inside
the spiral arms of the Galaxy and in the Galactic bar. Explosions associated with older stars, such as type Ia SNe,
are more spread in the ISM but still concentrated mainly inside the arms. Their rate is about 1/3 of that of core
collapse SNe although the energetics of the two are rather similar, ⇠ 1051 erg.

A variety of models describing the spiral-arm structure of the Galaxy have been put forward, and most of them
consist of four major spiral arms (see, e.g. [86, 99, 100]). We adopt the logarithmic spiral-arm parametrization
proposed by [101], which was derived from observations of FIR cooling lines, [CII] and [NII], of the ISM. These lines
trace increased gas density and UV radiation fields and are therefore thought to mark the presence of star formation
regions. The existence of a central bar is inferred from the evidence of a strong asymmetry in the number of stars with
respect to the direction of the Galactic Center, although the detailed structure of the bar is still a matter of debate.
In fact, several authors advocate a picture in which the Milky Way might feature two or more distinct bars [102].
For the sake of simplicity, we model the central bar as in [103] with a half-length of ⇠ 3.1 kpc and an angle ✓ = 20o

with respect to the Galactic Center-Sun line. The aspect ratio is found to be roughly 10:4:3 (length:width:height),
making this structure much more vertically extended than the thin stellar disk. The procedure we adopt to assign a
location to each SN event is the following: we first choose at random the galactocentric distance of the source, r̃, from
a distribution that is proportional to the functional form suggested by [104] based on the Parkes multibeam survey
at 1.4 GHz (model C in their Table 7).

If r̃ is smaller than 3 kpc, we assume that the event is associated with the Galactic bar and we assign an initial
position (x0, y0) along it. We then spread the (x, y) coordinates of that SN by translating it by a distance drawn
from a normal distribution centred at zero with standard deviation ⇠ 1 kpc, chosen so as to roughly resemble the
observed aspect ratio. Furthermore, in this case SNe have a distance z away from the disk that follows a Gaussian
distribution with a scale height of ⇠ 1 kpc and mean of 0 pc.

If r̃ is larger than 3 kpc we choose the SN locations so that their projections lie on arms and subsequently we alter
them to simulate a spread about the arm centroids. Specifically, we first draw a random integer number between 1
and 4 assuming that the birth rate is proportional to the [CII] emissivity of each arm (see Table 4 in [101]). This
number identifies the arm in which the SN is located (Carina-Sagittarius, Crux-Scutum, Perseus or Norma-Cygnus,
as in Table 3 in [101]). At this point we choose at random the position of the source by drawing the coordinates �̃,
and z̃ from a distribution that is proportional to the emissivity function in Eq. 9 of [101]. If not di↵erently stated,
SNe are generated at the canonical rate R = 3 per century. We discuss the impact of changing this value in the next

Evoli et al Phys. Rev. D103 (2021) 083010
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Bounds on DM from positron fraction

★ Even if features assumed to be produced by DM, limits can be set


★ Both prompt and secondary e+ are possible


★ In general, the thermal cross section is excluded for DM particle with mDM ≲ 100 GeV

17

Figure 6. Constraints on the DM annihilation cross section h�vi (left panel) and DM lifetime ⌧
(right panel), for various production channels (as reported in the insets) in the astro+DM model. The
constraints are computed at the 2� C.L., and refer to the Med propagation model and Einasto DM
density profile in our Galaxy.

4.2.1 Constraints on dark matter annihilation/decay

Let us move to the determination of upper bounds on the DM annihilation cross section h�vi
(or lower bounds on the decay lifetime ⌧) within a realistic full model for the astrophysical
emission of primary and secondary e±. We proceed as follows: for every DM annihila-
tion/decay channel and for each value of the DM mass, we perform a MCMC sampling of
the space defined by the 7 free parameters that characterize our model (6 astrophysical pa-
rameters plus h�vi or ⌧). By marginalizing over the astrophysical-sources parameters, we
derive the posterior distribution functions for the DM annihilation cross section (or lifetime,
in case of decaying DM), from which 2� C.L. upper limits are obtained. This refers to the
values h�vilim and ⌧lim for which P (h�vi  h�vilim) = 97.73% and P (⌧ � ⌧lim) = 97.73%,
being P the posterior distribution function of the DM annihilation cross section or lifetime.
The results for both annihilating and decaying dark matter are shown in Fig. 6.

The bounds are quite constraining, especially in the low DM-mass region. For the
annihilating case, the softer hadronic channels (here represented by the bb̄ channel) exclude
thermal annihilation cross section for DM masses below 40 GeV. The same occurs for the
harder µ+µ� and ⌧+⌧� channels, while for e+e� channel, which has the most prominent
spectral feature [68], the bound on thermal cross sections increases at 200 GeV.

For the leptonic annihilation channels, we notice two features. The first is that for
lighter DM, the bounds can be quite strong. Annihilation into leptons, especially the direct
annihilation into a e+e� and to some extent also µ+µ�, have a hard energy spectrum with a
characteristic feature [68], with a sharp fall-o↵: when the DM mass is below about 100 GeV,
the feature occurs in the lower-energy portion of the positron flux, where the astrophysical
contribution is dominated by the soft and smooth secondary flux which, as already mentioned,
reproduces remarkably well the AMS-02 data. In this case, significantly strong bounds are
obtained. The limits obtained here are on average in good agreement with the ones that have
been derived in Refs. [24, 25], even though the astrophysical modeling in our analysis and in
Refs. [24, 25] di↵er.

The second feature observable in the bounds of Fig. 6 for the e+e� and µ+µ� channels

– 12 –
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Anti-deuteron and anti-helium
★ Anti-nuclei can be produced in DM 

annihilation/decay or CR interactions


★ Coalescence of anti-nucleons with 
small relative momenta (p<pc, 
O(100MeV))

✦ Very small expected fluxes


✦ DM and CR produce very different 
spectra (DM peaks at fraction of GeV) 
→ One event would be smoking gun!


★ Present limits by BESS ~2 orders of 
magnitude above most optimistic 
DM predictions


★ AMS-02 and GAPS have potential 
for discovery

18

7

FIG. 2. Antideuteron flux for secondaries in the ISM and the potential DM signal, corresponding to generic bb̄ annihilation
from the excess in CuKrKo. We show the di↵erent propagation models MED and MAX, which are constrained to fit B/C data
in Ref. [41]. CuKrKo corresponds to the propagation parameters obtained from the best fit of bb̄ DM in [14]. All fluxes are
derived in the analytic coalescence model with pC = 160 GeV (left panel) and pC = 248 GeV (right panel). Solar modulation is
treated in the force-field approximation with a potential of � = 400 MV. Additionally, the current limit by the BESS experiment
(95% CL) [55], the AMS-02 sensitivity of [21], and the expected sensitivity for GAPS (99% CL) [20] are displayed.

ping events) and 2 (in-flight annihilation). Whenever the
ratio shown in Fig. 3 is above 1 implies that GAPS will
detect the corresponding antideuteron flux with a 99%
CL confidence. This implies that the number of detected
events is 1 if the detection occurs in the stopping channel,
or 2 if the detection happens in the category of in-flight
annihilation. In Fig. 3, the blue contour corresponds to
our baseline scenario, namely the analytic coalescence
model with pC = 160 GeV, solar modulation in the force-
field approximation with a potential of � = 400 MV, and
propagation parameters taken from CuKrKo. We see
that the whole CuKrKo parameter space would produce
a detectable signal in GAPS. The di↵erent panels then
show the changes arising from di↵erent assumptions, al-
ways compared with the baseline scenario (blue contour).
Panel (a) investigates the impact of a Monte Carlo based
coalescence, for which we have used the results of [29].
This Monte Carlo approach is also tuned to ALEPH data.
Note that coalescence momenta are di↵erent in the an-
alytical and Monte Carlo approach when tuned to the
same data. The signal strength drops by a factor of 4
such that the signal would be at the very edge of de-
tectability. The larger coalescence momentum obtained
from ALICE enhances the fluxes considerably and conse-
quently the contour gets boosted: this is shown in panel
(b) (again for the analytic coalescence model) where the
corresponding contour for pC = 248 MeV is pushed to a
few tens of events in GAPS. This would imply several de-
tected antideuterons. Notice that also the Monte-Carlo-
based coalescence, if normalised to ALICE, would likely
imply that all of the DM parameter space is under reach
of GAPS (the tuning of the Monte-Carlo-based models
on ALICE requires a dedicated analysis, in order to de-

rive its specific value for pC , and it is not available at the
moment). Finally, the impact of solar modulation and of
di↵erent CR transport models are shown in panel (c) and
(d), respectively, for the analytic coalescence model. In
all cases, the DM parameter space compatible with the
antiproton hint is testable by GAPS. Notice, that the lo-
cal DM density does not provide an extra uncertainty for
the results of our analysis, since the annihilation rate is
totally degenerate with the DM density: the DM fit in
CuKrKo determines h�vi ⇥ ⇢2�, which is the same quan-
tity that enters in the determination of the antideuteron
flux in Eq. (9) and (10).
Up to this point we considered only the case of DM an-

nihilation into a bb̄ pair. However, also other final states
provide a good fit to the antiproton excess [56]. In Fig. 4
we show the result for pure annihilations into two gluons
(gg), Z-bosons (ZZ⇤), Higgs-bosons (hh), or top-quarks
(tt̄). For the Z-boson we take into account that one of
the two bosons might be produced o↵-shell3, which is de-
noted with a star superscript. For all the channels, the
DM parameter space can be tested by GAPS through
antideuterons.
Another potential indication for DM is the observed

excess in gamma-rays from the Galactic center (GCE).
Its energy spectra and morphology are compatible with
a DM signal as observed and confirmed by several groups
[62–65] (and references therein). However, also an astro-
physical explanation by unresolved point sources [65–68],

3 This requires an extension of the tables in [36] already used
in [56].
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FIG. 5. Standard astrophysical (secondary and tertiary) flux of antihelium in comparison to a potential DM signal cor-
responding to CuKrKo model. The bands show the uncertainty on the coalescence process, pC spanning from 160 MeV to
248 MeV. The BESS limit (95% CL) [57] and AMS-02 sensitivity (95% CL) [58] scaled from 18 to 5 years and 13 years on
the antihelium-to-helium flux ratio are transformed to an antihelium flux sensitivity by using the measured AMS-02 helium
flux. All lines correspond to a force-field solar modulation potential of � = 600 MV, the analytic coalescence model, and the
propagation parameters from CuKrKo (left panel) or MED (right panel).
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Program

★ Intro: what is dark matter and how we look for it


★ Indirect WIMP searches

✦ [Charged] cosmic rays


✦ Gamma rays


✦ Neutrinos


★ Axion-like particles
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★ Gammas do not interact from nearby production sites to Earth:

✦ Keep direction information: allow measure DM distribution


✦ No need to use complicate transport equations


★ Expected fluxes:

GAMMA-RAY SIGNATURE


7
E. Moulin, Texas Symposium, 13-18 December 2015


Identification of DM 
is possible : 

→ DM gamma-ray 
spectrum tells the 
DM mass and 
reaction process


Continuum emission

(“Secondary photons”)

→ from fragmentation of

quarks/massive gauge

bosons (via π0 decay)


Virtual Internal Bremsstrahlung (VIB)

→ radiative correction to processes with charged final states

→ generically suppressed by O(α)


Gamma-ray lines

→ from two-body annihilation

into photons

→ forbidden at tree-level,

generically suppressed by O(α2)


Searches in gamma rays
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like e.g., the Galactic center or clusters of galaxies, the bounds on the WIMP properties that can be inferred
from the presence or absence of a gamma-ray signal are also relatively robust.

If WIMPs (hereafter denoted by c) concentrate with number density nc in a dSph, annihilating and/or
decaying with a rate Gc and an average isotropic gamma-ray spectrum dNg

dE , then the differential flux of
gamma rays of energy E observable from Earth coming from direction p̂, per unit energy and solid angle
W, is given by the following expression:

d2F
dEdW

(E, p̂) =
1

4p

dNg

dE
(E)

Z

los(p̂)
dl nc(p̂, l) Gc , (1)

with l the distance from Earth and the corresponding integral running over the line of sight in the direction
p̂.

As explicitly noted in Equation (1), dNg

dE contains all the spectral dependence of the gamma-ray flux,
and therefore determines the probability density function (PDF) for the energy of the emitted gamma
rays. On the other hand, all the morphological dependence is contained in the line-of-sight integral, which
hence determines the PDF for the gamma-ray arrival direction. Given that we can make relatively reliable
predictions about these two PDFs, they will constitute key ingredients in the maximum-likelihood data
analysis, as we will see below in detail.

The expected primary products of the WIMP annihilation and decay processes are pairs of leptons,
quarks or gauge bosons, which would produce secondary gamma-rays (among other stable products)
through final-state radiation or hadronization+decay chains. It is straightforward to compute the
contribution to dNg

dE from the different annihilation/decay channels, for a given WIMP mass, using
standard Monte Carlo simulation packages such as PYTHIA [9]. The spectral energy distribution of the
gamma-ray continuum resulting from these processes peaks between one and two orders of magnitude
below the WIMP mass, depending on the channel, as shown in Figure 1. The plots show that Fermi-LAT is
the most sensitive instrument for searching for WIMPs up to a dark matter mass (mc) of few TeV in the
case of bb̄ channel and of few 100 GeV for the t+t� channel. Cherenkov telescopes dominate the search
between those masses and ⇠ 100 TeV for bb̄ and few 10 TeV for t+t�, and HAWC for even higher WIMP
masses. Primary gamma rays like, e.g., those from the c[c] ! gg or c[c] ! gZ processes would be
[quasi-]monochromatic. These would constitute the cleanest possible dark matter signal, given how there
is no known astrophysical process able to produce such gamma-ray spectral lines, and that backgrounds
affecting the measurement could be drastically reduced using spectral criteria. If detected, a gamma-ray
line would by itself be considered a clear evidence for the presence of dark matter. However, due to parity
conservation, primary gamma rays can only be produced via loop processes, which significantly reduces
their associated rate Gc.

It is useful to particularize the line of sight integral in Equation (1) for the annihilation and decay cases:

• For annihilation, Gc = 1
k nchsvi, with hsvi the average of the product of the WIMP velocity and

annihilation cross section. The value of k depends on whether WIMPs are Majorana (k = 2, to take
into account that an annihilation involves two identical particles) or Dirac particles (k = 4, reflecting
the fact that particles can only annihilate with their—equally abundant—antiparticles). Including this
into Equation (1), and writing the WIMP number density nc in terms of its mass and density (r), we
obtain:

d2Fann
dW dE

(E, p̂) =
1

4p

hsvi
k m2

c

dJann
dW

(p̂)
dNg

dE
(E) , (2)
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Figure 1. Expected gamma-ray spectral energy distribution for WIMPs of masses mc = 0.01, 0.1, 1, 10 and
100 TeV annihilating with hsvi = 3 ⇥ 10�26 cm3 s�1 into bb̄ (left) and t+t� (right) pairs in a dSph with
associated J-factor Jann = 5 ⇥ 1021 GeV2 cm�5; also shown are the sensitivity curves for the instruments
considered in this paper. Fermi-LAT sensitivity curve [10] corresponds to observations of a point-like source
at Galactic coordinates (l, b) = (120�, 45�) for 10 years, analyzed using the latest (Pass8) data reconstruction
tools; HESS [11], MAGIC [12] and VERITAS [13] curves correspond to 50 h of observations of a point-like
source at low (Zd . 30�) zenith distance; HAWC curve [14] is for five years of observations of a point-like
source at a declination of +22�N. The flux sensitivity for 50 h observations with the future Cherenkov
Telescope Array [15] is shown for comparison.
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Density profiles
★ DM distributes in quasi-spherical halos of 

gravitationally bound matter 


★ From N-body simulations we know:

✦ Hierarchical: DM halos contain sub-halos


✦ Density profile for all halo size described by:


(Navarro-Frenck-White profile)


✦ Free parameters determined by fitting to measured 
kinematics of visible mass probes (stars and 
galaxies) - Jeans equation


★ This does not include baryon-DM interplay, 
relevant at the centre of halos, normally baryon 
dominated

✦ Disagreements at the smaller scales

21

16 B. Moore and J. Diemand

Fig. 2.1. Density profile of the million-particle dark matter halo simulation of
Dubinski and Carlberg [721] (crosses). The solid line shows the best fit NFW profile
to the original data. This figure was adapted from [1090] by John Dubinski and is
reproduced here with his permission.

Algorithmic and hardware development have increased the mass and spa-
tial resolution by orders of magnitude (parallel computing, special purpose
hardware, graphics pipelines etc.). The first simulations used just a few hun-
dred particles with length resolution that was a large fraction of the final
structure. Today we can simulate individual collapsed structures, in a full
cosmological context with up to 109 particles and spatial resolution that is
better than 0.1% of the virialized region, and ∼105 substructure haloes can
be resolved (see Figures 2.2 and 2.3, and refs. [660; 1790; 1794]).

The final virialized structures can be described by various universal empir-
ical relations, including the density profiles, the phase-space density pro-
file [1846], the velocity anisotropy and distribution functions [1071; 1072].
Understanding the origin of these relations is a challenging and fascinat-
ing problem for dynamicists. Most aspects of CDM halo structure resulting
from gravitational collapse are well resolved, and different numerical tech-
niques and published studies all agree, although some confusion still exists
in the literature because of different interpretation, different cosmologies
and claimed resolution limits. Our detailed understanding and predictive
power is now limited by the complex interplay between the dark matter and
baryonic components, which is an area of intense current activity.

Moore et al. Particle Dark Matter, 2010

Aquarius project

Simulations of CDM haloes 21

region because of peaks biasing and those particles do end up closer to
the centre of the final halo [665; 1466]. (ii) The typical particle apocentre
distances are close to the turnaround radii [661]. Modified infall models are
indeed able to reproduce some of the features of halo density profiles found
in cosmological simulations [135].

Over a mass range spanning 20 decades, from micro-haloes to galaxy clus-
ters, the spherically averaged CDM halo density profile can be approximated
with the same universal form (NFW [1501]):

ρ(r) =
ρs

(r/rs)γ(1 + r/rs)3−γ
, (2.1)

where γ = 1. The scale radius rs is related to the peak circular velocity
scale by rV max = 2.163rs and it is used to define the halo concentration
cvir = rvir/rs, where the ‘virial’ radius rvir is defined following one of the
ad hoc overdensity criteria described above. Halo concentrations cvir (and
equivalently scale densities ρs) are related to the halo formation time: early
forming haloes tend to have higher cvir and ρs at z = 0. The mass variance
σ(M) in CDM decreases from dwarf to galaxy cluster scales, i.e. smaller
haloes form earlier on average than larger ones and they end up having higher
median concentrations [465; 1286; 1363; 1364; 1501]. At a given mass, the
concentrations of individual haloes have a large scatter: the variance in log
cvir is 0.18. On subsolar mass scales the CDM power spectrum approaches
P (k) ∝ k−3, i.e. σ(M) approaches a constant, which leads to very similar
halo formation times and halo concentrations over a wide range of masses
[567; 668; 1013]. Even Earth-mass micro-haloes, the first and smallest sys-
tems in the CDM hierarchy, have NFW-like density profiles. A systematic
study of their typical concentrations is still lacking, but values found in
the small sample of ref. [668] (cvir(z = 0) " 80) seem consistent with the
predictions of the Bullock et al. model [465].

A simpler and more general measure of halo concentrations is the mean
density within rVmax. It is well defined both for isolated haloes and for
subhaloes and is independent of assumptions on their ‘virial’ radius or their
density profile [664]:

cV ≡ ρ̄(< rV max)
ρcrit,0

= 2
(

Vmax

H0rV max

)2

=
(

Vmax

rV max

)2 3
4πGρcrit,0

, (2.2)

where ρcrit,0 = 1.48 × 10−7 M" pc−3. For the NFW profile it is easy to
convert from cV to cvir [664]. Since the NFW form is not a very good fit
to most CDM haloes, the measured cvir depends somewhat on the details
of the fitting procedure [465; 1286; 1363; 1364]. These complications could
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Estimating measured DM fluxes
★ Gamma-ray instruments measure number of counts coming from 

promising DM targets, as a function of measured energy and direction, 
and compare with background expectations, with a likelihood function:


★ The number of expected measured gamma-ray counts is:


with IRF the Instrument Response Function, which can be factored in 
effective area times PDFs for energy and direction estimators

22
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signal events in the i-th bin in energy and the j-th bin in arrival direction, computable using aJ as we will
see below; and bij the corresponding contribution from background processes. Dµ represents the data
used to constrain the values of the nuisance parameters µ. We have made explicit that the uncertainties
associated to µ can in principle affect both the computation of the signal and background contributions.
For instance, uncertainties in the overall energy scale affect the computation of sij, whereas uncertainties
in the background modeling affect the computation of bij. However, uncertainties affecting sij are usually
considered to be largely dominated by the uncertainty in the J-factor and the dependence of sij on µ

therefore ignored. Thus, sij, is given by:

sij(aJ) =
Z

DE0
i

dE0
Z

Dp̂0
j

dW0
Z •

0
dE

Z

DWtot
dW

Z Tobs

0
dt

d2F(aJ)
dE dW

IRF(E0, p̂0|E, p̂, t) , (16)

where E0, p̂0, E and p̂ are the estimated and true energies and arrival directions, respectively; dW0 and dW
infinitesimal solid angles containing p̂0 and p̂, respectively; Tobs the total observation time; t the time along
the observations; and IRF the instrument response function, i.e. IRF(E0, p̂0|E, p̂, t) dE0 dW0 is the effective
collection area of the detector times the probability for a gamma ray with true energy E and direction p̂
to be assigned an estimated energy in the interval [E0, E0 + dE0] and p̂0 in the solid angle dW0 (see more
details below), at the time t during the observations. The integrals over E and p̂ perform the convolution
of the gamma-ray spectrum with the instrumental response, whereas those over E0 and p̂0 compute the
events observed within the i-th energy bin (DE0

i) and the j-th arrival direction bin (Dp̂0
j). It must be noted

that, defining several spatial bins within the source produces relatively minor improvement in sensitivity
to dark matter searches for not significantly extended sources (i.e., those well described by a point-like
source, as it is the case for many dSphs) [20]. For significantly extended sources, on the other hand, using a
too fine spatial binning makes the obtained result more sensitive to the systematic uncertainties in the dark
matter spatial distribution within the dSph halo. Thus, a realistic optimization of Np̂0 based on sensitivity
should balance the gain yielded by the use of more spatial information and the loss caused by the increase
in the systematic uncertainty.

The IRF can be factorized as the product of the detector collection area Aeff (Tobs · Aeff is often referred
to as exposure), times the PDFs for the energy ( fE) and incoming direction ( f p̂) estimators, i.e.:

IRF(E0, p̂0|E, p̂, t) = Aeff(E, p̂, t) · fE(E0|E, t) · f p̂(p̂0|E, p̂, t) , (17)

where, following the common practice, the (small) dependence of fE with p̂ has been neglected. f p̂ is often
referred to as the point spread function (PSF).

Finally, the likelihood for the total J-factor is usually written as:

LJ(J | Jobs, sJ) =
1

ln(10)Jobs
p

2psJ
e�(log10(J)�log10(Jobs))

2/2s2
J ; (18)

with log10 Jobs and sJ the mean and standard deviation of the fit of a log-normal function to the posterior
distribution of the total J-factor [21]. Therefore, including LJ in the joint likelihood is a way to incorporate
the statistical uncertainty of J in the estimation of a. It is worth noting that, because a and J are degenerate,
in order to perform the profile of L with respect to J it is sufficient to compute Lg vs a for a fixed value of J,
which facilitates significantly the computational needs of the profiling operation (see details in footnote 12
of reference [22]). Including Jobs systematic uncertainties is much more complex, since they depend mainly
on our choice of the dark matter halo density profile function (e.g., NFW [23], Einasto [24], etc.), and there
is no obvious way of assigning a PDF to that choice. Because of this, the impact of that uncertainty in
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α = <𝜎𝑣> or 𝜏-1                               sij  = expected # of gamma events


D𝛾 = data                               bij = expected # of background events

μ = nuisance parameters   Nij = observed counts 
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arrival direction present in the signal region, or J. One standard technique to eliminate the nuisance
parameters when making statements about a is using the profile likelihood ratio test:

lP(a |D) =
L(a; ˆ̂n |D)
L(â; n̂ |D)

, (12)

where â and n̂ are the values maximizing L, and ˆ̂n the value that maximizes L for a given a. According to
Wilks’ theorem �2 ln lP(a) is distributed, when a are the true values, as a c2 distribution with number
of degrees of freedom equal to the number of components of a, independent of the value of n. It is
an extended practice in indirect dark matter searches with gamma rays to decrease the n-dimensional
vector a of free parameters to a one-dimensional quantity a, by considering that gamma-ray production
is dominated either by annihilation (a = hsvi, i.e., the velocity-averaged annihilation cross section) or
by decay (a = t�1

c , i.e., the decay rate), and scanning over values of the dark matter particle mass (mc)
and pure annihilation/decay channels (i.e., considering at each iteration 100% branching ratio to one
of the possible SM particle pairs). For each scanned combination, Equation (11) reduces to a likelihood
function of just one purely free (i.e., non-nuisance) parameter. In such a case, for instance, 1-sided 95%
confidence level upper limits to a are taken as aUL95 = a2.71, with a2.71 found by solving the equation
�2 ln lP(a2.71) = 2.71.

The data D can refer to NdSph different dSphs, in which case it is convenient to write the joint
likelihood function as:

L(a; n|D) =
NdSph

’
l=1

Lg(aJl ; µl |Dgl ) · LJ(Jl |D Jl ) , (13)

where we have factorized the joint likelihood into the partial likelihood functions corresponding to each
dwarf, and those subsequently into the parts corresponding to the gamma-ray observations (Lg) and
J-factor measurement (LJ), respectively; Jl is the total J-factor (see Equation (7)) of the l-th considered
dSph, which, as we have made explicit, is a nuisance parameter degenerated with a in Lg; µl represents
the additional nuisance parameters different from Jl affecting the analysis of the l-th dSph; Dgl represents
the gamma-ray data of the l-th dSph, whereas D Jl refers to the data constraining Jl .

For each dSph, we may have Nmeas independent measurements, each performed under different
experimental conditions, by the same or different instruments. That is, we can factorize the Lg term as:

Lg(aJ; µ|Dg) =
Nmeas

’
k=1

Lg,k(aJ; µk|Dg,k) , (14)

where we have omitted the index l referring to the dSph for the sake of clarity, and with µk and Dg,k
representing the nuisance parameters and data, respectively, referred to the k-th measurement.

For each observation of a given dSph under certain experimental conditions, Lg,k often consists of the
product of NE0 ⇥ Np̂0 Poissonian terms (P) for the observed number of gamma-ray candidate events (Nij)
in the i-th bin of reconstructed energy and j-th bin of reconstructed arrival direction, times the likelihood
term for the µ nuisance parameters (Lµ), with NE0 the number of bins of reconstructed energy and Np̂0 the
number of bins of reconstructed arrival direction, i.e.:

Lg,k(aJ; µ|Dg) =
NE0

’
i=1

Np̂0

’
j=1

P
�
sij(aJ; µ) + bij(µ)|Nij

�
· Lµ(µ|Dµ) , (15)

where the indexes l and k referring to the dSph and the measurement have been removed for the sake
of a clear notation. The parameter of the Poissonian term is sij + bij, where sij is the expected number of

J̄ = J(ΔΩtot)

J(ΔΩ) = ∫ΔΩ
dΩ

dJ
dΩ
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Fluxes vs sensitivity

★ Fermi-LAT dominates searches up to mDM ~1 TeV (100 GeV) for bb (𝜏+𝜏-) channel


★ Fermi-LAT is sensitive to the thermal relic density for mDM ~10 GeV and the 
typical DM-dominated dSph (see later)


★ For higher masses sensitivity of Cherenkov telescopes and HAWC still not 
enough

23
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Figure 1. Expected gamma-ray spectral energy distribution for WIMPs of masses mc = 0.01, 0.1, 1, 10 and
100 TeV annihilating with hsvi = 3 ⇥ 10�26 cm3 s�1 into bb̄ (left) and t+t� (right) pairs in a dSph with
associated J-factor Jann = 5 ⇥ 1021 GeV2 cm�5; also shown are the sensitivity curves for the instruments
considered in this paper. Fermi-LAT sensitivity curve [10] corresponds to observations of a point-like source
at Galactic coordinates (l, b) = (120�, 45�) for 10 years, analyzed using the latest (Pass8) data reconstruction
tools; HESS [11], MAGIC [12] and VERITAS [13] curves correspond to 50 h of observations of a point-like
source at low (Zd . 30�) zenith distance; HAWC curve [14] is for five years of observations of a point-like
source at a declination of +22�N. The flux sensitivity for 50 h observations with the future Cherenkov
Telescope Array [15] is shown for comparison.

where we have defined the annihilation differential J-factor as:

dJann
dW

(p̂) =
Z

los(p̂)
dlr2(p̂, l) . (3)

• For decay, the rate is given simply by the inverse of the dark matter decay lifetime, i.e., Gc = t�1
c ,

since each WIMP particle decays independently of each other. Including this into Equation (1), we
get:

d2Fdec
dW dE

(E, p̂) =
1

4p

1
tcmc

dJdec
dW

(p̂)
dNg

dE
(E) , (4)

where we have defined the decay differential J-factor as:

dJdec
dW

(p̂) =
Z

los(p̂)
dlr(p̂, l) . (5)

The J-factor in a region of the sky DW is given by:

J(DW) =
Z

DW
dW

dJ
dW

, (6)

both for Jann and Jdec. It is convenient to define the total J-factor for a given dSph as:

J ⌘ J(DWtot) , (7)

with DWtot a region of the sky containing the whole dSph dark matter halo. The differential J-factor can be
written as:

dJ
dW

(p̂) = J · dJ
dW

(p̂) , (8)
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Posible DM gamma-ray sources
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antiprotons or positrons, as well as sensitive limits on heavier
antinuclei, are explored for contributions potentially originating
from the annihilation and decay of dark matter particles into pairs
of Standard Model particles, subsequently decaying or hadronizing
into particles that blend with the cosmic rays from astrophysical
sources. The major background in these measurements is no
longer the misidentification probability to cosmic-ray particles and
heavier nuclei or event statistics, but the distance-, time- and
energy dependence of cosmic-ray sources and the propagation
leaving an imprint on their relative intensities in a complex way.
The excess flux against that predicted from standard scenarios
for the origin and transport of galactic cosmic rays could either
be interpreted as the imprint from one (or more) sources that
supply electrons and positrons to the interstellar medium21–24, or
from dark matter annihilation in the TeV range. Inadequacies in
the modelling of cosmic-ray transport seem to prevent solving
this dichotomy for now. Also the antiproton spectrum is studied
for deviations from the pure secondary production in cosmic-ray
interactions. In the light of the recent AlphaMagnetic Spectrometer
(AMS) data, the situation is even more ambiguous, as recent
refinements of the primary cosmic-ray spectra and cross-sections
for the calculation of secondary particle production already ease the
apparent tension with conventional scenarios25. Other antinuclei,
for example, antideuterium, antihelium and so on, have never been
detected. These observationsmight, however, become very powerful
probes for dark matter searches as the ambiguity regarding the
astrophysical backgrounds is mostly absent. Still, the experimental
limits are orders above even the most optimistic predictions.

Charged cosmic rays at sub-TeV energies are assumed to be
isotropized in their arrival direction when they reach the Earth,
with the potential exception of electrons and positrons which could
be indicating the presence of a nearby source. Anisotropies in
the cosmic-ray flux measured on Earth can be investigated for
consistency with proposed dark matter scenarios—for example, the
observed arrival directions of high-energy electrons and positrons
can be compared to those from alternative astrophysical source
scenarios. When comparing the cosmic-ray anisotropy signatures26
or the rising positron fraction with gamma-ray observations27,
strong constraints on the dark-matter-related interpretations can be
obtained. The interpretation of the intriguing TeV-scale hadronic
cosmic-ray anisotropy28–31 in terms of annihilating dark matter is
considered to be problematic (see ref. 32 for a recent review).

To dissect the cosmic-ray measurements regarding their relation
to either conventional or dark matter-induced astrophysical pro-
cesses we require a better understanding of the cosmic-ray trans-
port in our Galaxy, either by accessing more realistic propagation
scenarios, invoking improved models for radiation fields or refined
matter distributions in our Galaxy, and more complete as well as
more precisely measured cross-sections for kinematic interactions
of cosmic rays.

The most frequently applied indirect dark matter search tech-
nique relies on a given set of high-level observational data (for
example, gamma-ray skymaps) which are then reanalysed by
adding dark-matter-specific spatial distribution templates. The
LargeArea Telescope aboard the FermiGamma-ray Space Telescope
(Fermi-LAT)33 is at present the prime instrument delivering input34
for signal decomposition techniques, thanks to its large field of view,
multi-year exposure, and broad dynamic regime in the gamma-
rays. Likewise, residual emission features from a given gamma-
ray analysis might be further studied, for example, by comparison
with model-predicted dark matter annihilation or decay signatures.
Improvements in the template decomposition techniques are
often accomplished through iterative procedures where a suitable
statistical estimator is used to quantify the improvements in the
results. The most commonly practised approach involves a pixel-
wise Poisson likelihood (see also next section).

GC halo

dSph

Galaxy clusters

Galactic di!use

Extragalactic
di!use

Galactic Centre

Figure 2 | Targets for indirect dark matter searches in the gamma-ray sky.
The central Fermi-LAT skymap indicates the celestial distribution of
high-energy photons. Symbolizing one or more specific characteristics of a
respective search location, the most popular targets are emphasized in
auxiliary pictures and discussed in the text. By GC we denote the Galactic
Centre and by dSph dwarf spheroidal galaxy. Image credit:
NASA/ESA/Q.D. Wang (University of Massachusetts, Amherst) (Galactic
Centre); ref. 98, APS (GC halo); ESO/Digitized Sky Survey 2 (dSph);
NASA/DOE/Fermi LAT Collaboration (galactic di!use, extragalactic
di!use and main image); NASA/ESA/STScI (galaxy clusters).

Apart from the gain in instrumental sensitivity, which is usually
accomplished by increasing the exposure or improvements in the
event reconstruction—that is, the mapping between the electrical
signals in the detector and the physical properties, as well as the
classification of the events into certain particle types or interaction
categories—the application of dedicated statistical techniques has
led to significant improvements in sensitivity. In particular, Fermi-
LAT has implemented a multi-dimensional likelihood analysis
which paved the way for the optimal target combination and
statistically more accurate treatment of nuisance parameters—
for example, the dark matter density estimate by means of the
profile likelihood. In this frequentist technique, the observables’
dependence on ancillary (nuisance) parameters is modelled and
the parameter estimates are obtained by maximizing the likelihood
with respect to them. The profile likelihood has been known in the
high-energy physics community for at least thirty years, but gained
popularity with the advent of the Large Hadron Collider (LHC)
in the past decade35–37. Its application to Fermi-LAT observations
of dwarf galaxies lead to the first exclusion of thermally produced
WIMPs (for masses below 30 GeV) as being the dominant part of
dark matter38. The multi-dimensional likelihood approach has then
also found its way to searches performed by imaging atmospheric
Cherenkov telescopes. The recent very competitive constraints
obtained by the HESS collaboration39 exemplify the power of
this approach. It is worth mentioning that similar techniques
are also applied in direct searches for WIMPs (see ref. 40 for a
recent review).
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GeV Galactic Center excess 
★ In Fermi-LAT: once contributions 

from known point-like sources 
and diffuse secondary emission 
are removed, residuals between 
0.3 and 30 GeV have some of 
the DM predicted properties

25

13

FIG. 14: To constrain the degree to which the gamma-ray ex-
cess is spatially extended, we have repeated our Inner Galaxy
analysis, replacing the dark matter template with a series of
concentric ring templates centered around the Galactic Cen-
ter. The dark-matter-like emission is clearly and consistently
present in each ring template out to ⇠10�, beyond which sys-
tematic and statistical limitations make such determinations
di�cult. For comparison, we also show the predictions for a
generalized NFW profile with � = 1.3. The spectrum of the
rings is held fixed at that of Fig. 6, and the fluxes displayed
in the plot correspond to an energy of 2.67 GeV.

an untenable number of free parameters), we fix their
spectral shape between 0.3 GeV - 30 GeV to that found
for the dark matter component in the single template
fit. By floating the ring coe�cients with a fixed spec-
tral dependence, we obtain another handle on the spatial
extent and morphology of the excess. In order to be self-
consistent we inherit the background modeling and ROI
from the Inner Galaxy analysis (except that we mask the
plane for |b| < 2� rather than |b| < 1�) and fix the spectra
of all the other templates to the best fit values from the
Inner Galaxy fit. We also break the template associated
with the Fermi Bubbles into two sub-templates, in 10�

latitude slices (each with the same spectrum, but with
independent normalizations). We smooth the templates
to the Fermi PSF.

The results of this fit are shown in Fig. 14. The dark-
matter-like emission is clearly and consistently present in
each ring template out to ⇠ 10�, beyond which system-
atic and statistical limitations make such determinations
di�cult. In order to compare the radial dependence with
that expected from a generalized NFW profile, we weight
the properly smoothed NFW squared/projected template
with each ring to obtain ring coe�cients expected from
an ideal NFW distribution. We then perform a minimum
�2 fit on the data-driven ring coe�cients taking as the
template the coe�cients obtained from an NFW profile
with � = 1.3. We exclude the two outermost outlier ring

coe�cients from this fit in order to avoid systematic bias
on the preferred � value. Since the ring templates spa-
tially overlap upon smoothing, we take into account the
correlated errors of the maximum likelihood fit, which
add to the spectral errors in quadrature. We show an
interpolation of the best fit NFW ring coe�cients with
the solid line on the same figure.

We caution that systematic uncertainties associated
with the di↵use model template may be biasing this fit
toward somewhat steeper values of � (we discuss this
question further in Appendix A, in the context of the
increased values of � found for larger ROIs). It is also
plausible that the dark matter slope could vary with dis-
tance from the Galactic Center, for example as exhibited
by an Einasto profile [32].

To address the same question within the context of
our Galactic Center analysis, we have re-performed our
fit using dark matter templates which are based on den-
sity profiles which are set to zero beyond a given radius.
We find that templates corresponding to density profiles
set to zero outside of 800 pc (600 pc, 400 pc) provide
a fit that is worse relative to that found using an un-
truncated template at the level of � TS=10.7 (57.6,108,
respectively).

We have also tested our Galactic Center fit to see if
a cored dark matter profile could also provide a good
fit to the data. We find, however, that the inclusion
of even a fairly small core is disfavored. Marginalizing
over the inner slope of the dark matter profile, we find
that flattening the density profile within a radius of 10
pc (30 pc, 50 pc, 70 pc, 90 pc) worsens the overall fit
by � TS=3.6 (12.2, 22.4, 30.6, 39.2, respectively). The
fit thus strongly disfavors any dark matter profile with a
core larger than a few tens of parsecs.

Lastly, we confirm that the morphology of the anoma-
lous emission does not significantly vary with energy. If
we fit the inner slope of the dark matter template in
our Inner Galaxy analysis one energy bin at a time, we
find a similar value of � ⇠1.1-1.3 for all bins between 0.7
and 13 GeV. At energies ⇠ 0.5 GeV and lower, the fit
prefers somewhat steeper slopes (� ⇠ 1.6 or higher) and
a corresponding spectrum with a very soft spectral in-
dex, probably reflecting contamination from the Galactic
Plane. At energies above ⇠ 13 GeV, the fit again tends
to prefers a steeper profile.

The results of this section indicate that the gamma-
ray excess exhibits a morphology which is both approxi-
mately spherically symmetric and steeply falling (yet de-
tectable) over two orders of magnitude in galactocentric
distance (between ⇠20 pc and ⇠2 kpc from Sgr A*). This
result is to be expected if the emission is produced by
annihilating dark matter particles, but is not anticipated
for any proposed astrophysical mechanisms or sources of
this emission.
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FIG. 18: A comparison of the spectral shape of the gamma-
ray excess described in this paper (error bars) to that mea-
sured from a number of high-significance globular clusters
(NGC 6266, 47 Tuc, and Terzan 5), and from the sum of
all millisecond pulsars detected as individual point sources by
Fermi. The gamma-ray spectrum measured from millisecond
pulsars and from globular clusters (whose emission is believed
to be dominated by millisecond pulsars) is consistently softer
than that of the observed excess at energies below ⇠1 GeV.
See text for details.

pulsars) [11, 46, 86]. The lack of such resolved sources
strongly limits the abundance of millisecond pulsars in
the region of the Inner Galaxy. Furthermore, the shape
of the gamma-ray spectrum observed from resolved mil-
lisecond pulsars and from globular clusters (whose emis-
sion is believed to be dominated by millisecond pulsars)
appears to be not-insignificantly softer than that of the
gamma-ray excess observed from the Inner Galaxy. In
Fig. 18, we compare the spectral shape of the gamma-
ray excess to that measured from a number of globular
clusters, and from the sum of all resolved millisecond pul-
sars. Here, we have selected the three highest significance
globular clusters (NGC 6266, 47 Tuc, and Terzan 5), and
plotted their best fit spectra as reported by the Fermi
Collaboration [87]. For the emission from resolved mil-
lisecond pulsars, we include the 37 sources as described
in Ref. [11]. Although each of these spectral shapes pro-
vides a reasonably good fit to the high-energy spectrum,
they also each significantly exceed the amount of emis-
sion that is observed at energies below ⇠1 GeV. This
comparison further disfavors millisecond pulsars as the
source of the observed gamma-ray excess.

The near future o↵ers encouraging prospects for de-
tecting further evidence in support of a dark matter in-
terpretation of this signal. The dark matter mass and
annihilation cross section implied by the gamma-ray ex-
cess is similar to Fermi ’s sensitivity from observations of
dwarf spheroidal galaxies. In fact, the Fermi Collabora-
tion has reported a modestly statistically significant ex-
cess (⇠2-3�) in their search for annihilating dark matter

particles in dwarf galaxies. If interpreted as a detection of
dark matter, this observation would imply a similar mass
and cross section to that favored by our analysis [33]. A
similar (⇠3�) excess has also been reported from the di-
rection of the Virgo Cluster [88, 89]. With the full dataset
anticipated from Fermi ’s 10 year mission, it may be pos-
sible to make statistically significant detections of dark
matter annihilation products from a few of the brightest
dwarf galaxies, galaxy clusters, and perhaps nearby dark
matter subhalos [90]. Anticipated measurements of the
cosmic-ray antiproton-to-proton ratio by AMS may also
be sensitive to annihilating dark matter with the charac-
teristics implied by our analysis [91, 92].

IX. SUMMARY AND CONCLUSIONS

In this study, we have revisited and scrutinized the
gamma-ray emission from the central regions of the Milky
Way, as measured by the Fermi Gamma-Ray Space Tele-
scope. In doing so, we have confirmed a robust and
highly statistically significant excess, with a spectrum
and angular distribution that is in excellent agreement
with that expected from annihilating dark matter. The
signal is distributed with approximate spherical symme-
try around the Galactic Center, with a flux that falls
o↵ as F� / r�(2.2�2.6), implying a dark matter distri-
bution of ⇢ / r�� , with � ' 1.1 � 1.3. The spectrum
of the excess peaks at ⇠1-3 GeV, and is well fit by 36-
51 GeV dark matter particles annihilating to bb̄. The
annihilation cross section required to normalize this sig-
nal is �v = (1.9 � 2.8) ⇥ 10�26 cm3/s (for a local dark
matter density of 0.4 GeV/cm3), in good agreement with
the value predicted for a simple thermal relic. In partic-
ular, a dark matter particle with this cross section will
freeze-out of thermal equilibrium in the early universe
to yield an abundance approximately equal to the mea-
sured cosmological dark matter density (for the range of
masses and cross sections favored for other annihilation
channels, see Sec. VII).
In addition to carrying out two di↵erent analyses (as

described in Secs. IV and V), subject to di↵erent sys-
tematic uncertainties, we have applied a number of tests
to our results in order to more stringently determine
whether the characteristics of the observed excess are in
fact robust and consistent with the signal predicted from
annihilating dark matter. These tests uniformly confirm
that the signal is present throughout the Galactic Center
and Inner Galaxy (extending out to angles of at least 10�

from the Galactic Center), without discernible spectral
variation or significant departures from spherical sym-
metry. No known, anticipated, or proposed astrophysical
di↵use emission mechanisms can account for this excess.
And while a population of several thousand millisecond
pulsars could have plausibly been responsible for much of
the anomalous emission observed from within the inner-
most ⇠ 1��2� around the Galactic Center, the extension
of this signal into regions well beyond the confines of the

Daylan et al. Phys. Dark. Univ. 12 (2016) 1

7

FIG. 3: The same as Fig. 2, but for higher energy bins, as labeled.

6

FIG. 2: The best fit model for the emission in the four lowest energy bins from the region between 9 and 10 degrees from the
Galactic Center (the region between the two circles shown in Fig. 1), compared to the observations of the FGST. See text for
details.
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Explanations of GC excess
★ Interpretation as annihilation of DM 

particles with mDM ~ few 10 GeV with 
close to relic cross-section


★ Favored astrophysical interpretation: 
unresolved population of millisecond 
pulsars:

✦ Spectrum compatible with prompt 

emission by interacting e-/e+ pairs within 
magnetosphere + IC of escaping/
reaccelerated pairs


✦ Bulge-like spatial distribution preferred 
over spherical


✦ Clustering analysis favors unresolved 
point-like sources over diffuse emission


★ Still an open question
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FIG. 15: The quality of the fit (�2, over 25-1 degrees-of-freedom) for various annihilating dark matter models to the spectrum
of the anomalous gamma-ray emission from the Inner Galaxy (as shown in the left frame of Fig. 6) as a function of mass,
and marginalized over the value of the annihilation cross section. In the left frame, we show results for dark matter particles
which annihilate uniquely to bb̄, cc̄, ss̄, light quarks (uū and/or dd̄), or ⌧+⌧�. In the right frame, we consider models in which
the dark matter annihilates to a combination of channels, with cross sections proportional to the square of the mass of the
final state particles, the square of the charge of the final state particles, democratically to all kinematically accessible Standard
Model fermions, or 80% to ⌧+⌧� and 20% to bb̄. The best fits are found for dark matter particles with masses in the range of
⇠20-60 GeV and which annihilate mostly to quarks.

FIG. 16: The range of the dark matter mass and annihilation cross section required to fit the gamma-ray spectrum observed
from the Inner Galaxy, for a variety of annihilation channels or combination of channels (see Fig. 15). We show results for our
standard ROI (black) and as fit over the full sky (blue). The observed gamma-ray spectrum is generally best fit by dark matter
particles with a mass of ⇠20-50 GeV and that annihilate to quarks with a cross section of �v ⇠ 10�26 cm3/s. Note that the
cross-section for each model is computed for the best-fit slope � in that ROI and the assumed dark matter densities at 5� from
the Galactic Center (where the signal is normalized) are di↵erent for di↵erent values of �. This is responsible for roughly half
of the variation between the best-fit cross-sections. Figures 19 and 20 show the impact of changing the ROI when holding the
assumed DM density profile constant.

VII. IMPLICATIONS FOR DARK MATTER

In this section, we use the results of the previous sec-
tions to constrain the characteristics of the dark matter
particle species potentially responsible for the observed
gamma-ray excess. We begin by fitting various dark mat-

ter models to the spectrum of the gamma-ray excess as
found in our Inner Galaxy analysis (as shown in the left
frame of Fig. 6). In Fig. 15, we plot the quality of this
fit (�2) as a function of the WIMP mass, for a number
of dark matter annihilation channels (or combination of
channels), marginalized over the value of the annihila-
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Galactic Center at Very High Energy
★ HESS (254h), MAGIC (223h)


★ J-factor ~ 1021 GeV2 cm-5 


★ Most constraining limits of cross section:                          
<𝜎𝑣> < 6×10-26 cm3s-1 for mDM ~1 TeV


★ Caveat: assuming a cored density profile limit is 
~100 times worse 
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from 0.3° to 0.9° in radial distance from the GC, hereafter
referred to as the ON regions. In order to minimize
contamination from the above-mentioned astrophysical
emission, a band of !0.3° in Galactic latitude is excluded
along the Galactic plane. (Interestingly, this enables
us to derive constraints that do not strongly depend on
the central DM density distribution, which is poorly known
in the innermost few tens of parsecs of the GC.) The
background events are selected in OFF regions defined for
each observation as annuli symmetric to the ON regions
with respect to the pointing position (see Fig. 1 in the
Supplemental Material [16]). The OFF regions are expected
to contain signal events as well, which decreases any
potential excess in the ON regions. The OFF regions are
always taken sufficiently far from the ON regions to obtain
a significant contrast in the DM annihilation signal between
the ON and OFF regions. [This analysis method is unable
to probe cored profiles (such as isothermal or Burkert
profiles). A dedicated observation strategy is required as
shown in Ref. [12]]. We considered here the above-
mentioned DM profiles for which the OFF regions contain
always fewer DM events than the ON regions. A Galactic
diffuse emission has been detected by the Fermi satellite
[19,20] and H.E.S.S. [21]. Any potential γ-ray contribution
from the Galactic diffuse emission is considered as part
of the signal, which makes the analysis conservative as
long as no signal is detected.
We perform a 2D binned Poisson maximum likelihood

analysis, which takes full advantage of the spatial and

spectral characteristics of the DM signal with respect to the
background. We use 70 logarithmically spaced energy bins
from 160 GeV to 70 TeV, and seven spatial bins corre-
sponding to ROIs defined as the above-mentioned annuli of
0.1° width. For a given DM mass mDM and annihilation
channel, the joint likelihood is obtained by the product of
the individual Poisson likelihoods over the spatial bins i
and the energy bins j. It reads

LðmDM; hσviÞ ¼
Y

i;j

Lij;

with LijðNS;NBjNON;NOFF;αÞ

¼
ðNS;ij þ NB;ijÞNON;ij

NON;ij!
e−ðNS;ijþNB;ijÞ: ð3Þ

NS;ij þ NB;ij is the expected total number of events in
the spatial bin i and spectral bin j of the ON regions.
The expected number of signal events NS;ij is obtained
by folding the theoretical number of DM events by the
instrument response function of H.E.S.S. for this data set.
NB;ij is the number of background events expected in
the spatial bin i and spectral bin j. NON;ij and NOFF;ij

are the number of observed events in the ON and OFF
regions, respectively.NB;ij is extracted from theOFF regions
and given by NB;ij ¼ αiNOFF;ij. The parameter αi ¼
ΔΩi=ΔΩOFF refers to the ratio between the angular size
of the ON region i and the OFF region. In our case, this ratio
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FIG. 1. Constraints on the velocity-weighted annihilation cross section hσvi for theWþW− (left panel) and τþτ− (right panel) channels
derived from observations taken over 10 years of the inner 300 pc of the GC region with H.E.S.S. The constraints for the bb̄, tt̄, and
μþμ− channels are given in Fig. 4 in Supplemental Material [16]. The constraints are expressed as 95% C.L. upper limits as a function of
the DM mass mDM. The observed limit is shown as a black solid line. The expectations are obtained from 1000 Poisson realizations of
the background measured in blank-field observations at high Galactic latitudes. The mean expected limit (black dotted line) together
with the 68% (green band) and 95% (yellow band) C.L. containment bands are shown. The blue solid line corresponds to the limits
derived in a previous analysis of 4 years (112 h of live time) of GC observations by H.E.S.S. [10]. The horizontal black long-dashed line
corresponds to the thermal relic velocity-weighted annihilation cross section (natural scale).
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right ascension (i.e., large time differences). Two back-
ground regions are observed, to better control residual
imbalances in the acceptance for background events
between the observations. Figure 3 shows the J factor
for a given line of sight as a function of the angular
distance, θ, between the directions of the line of sight and
the Galactic center. The J factor is proportional to the
expected number of dark matter annihilation events in the
respective direction. The θ angle ranges that are covered by
the signal and background regions in the off1-on-off2
observations are indicated in Fig. 3. It is concluded from
this figure that the expected number of dark matter
annihilation events is larger in the signal than in the
background regions when the radius of the core of constant
dark matter density around the Galactic center is 500 pc or
less. This is a clear advantage of the on-off method when
compared to the background subtraction technique that is
applied in [9] which relies on the simultaneous observation
of the Galactic center region and a background region in the
same finite H.E.S.S. field of view with ∼2∘ radius.
The application of standard quality criteria for H.E.S.S.

data [11] and the additional requirement for compatible
instrumental and atmospheric conditions within an off1-on-
off2 observation result in a total of six off1-on-off2 data
sets. All data sets were taken within one week in 2010 with
the H.E.S.S. I array of four identical IACTs. The total dead
time corrected observation time for each of the three
observed regions is 3.05 h. The mean zenith angle of
the array pointing for the data sets is 12°.
Data analysis.—The image cleaning (see [11]) low and

high pixel intensity thresholds for the data are chosen to be
7 pe (photo electrons) and 10 pe. Using the observed

distribution of pixel intensities in cosmic ray events, it was
checked that these image cleaning cut criteria eliminate
effects due to differences in sky brightness between
the observed regions. Standard Hillas criteria [11] for the
selection of γ-ray events are applied to the data. The
thresholds used for image cleaning lead to an energy
threshold of 290 GeV. Only events with reconstructed
directions within the central 2° angular distance around the
pointing position of each observation are considered to
account for the truncation of γ-ray images near the edges of
the H.E.S.S. field of view. The Galactic plane (jbj < 0.3°) is
excluded from the analysis to avoid the detection of γ rays
from astrophysical sources (e.g., the Galactic center source
HESSJ1745-290, [14]) without relation to dark matter
annihilation. The exclusion region is shifted by the respec-
tive pointing position offset in right ascension into the two
background regions to equalize the acceptance in the signal
and background regions (see Fig. 2). To rule out the
detection of γ rays from astrophysical sources, the consid-
ered data with the chosen exclusion regions are analyzed
with the ring background [12] method and a correlation
radius of 0.1 deg prior to the on-off analysis. The resulting
skymaps of the three observed regions show no indication
for a significant excess. It is concluded from the analysis
with the ring background method that the chosen exclusion
regions are sufficient to exclude astrophysical sources of
gamma rays for the on-off analysis.
The mean exposure ratio, α ¼ 0.5, for the on-off data

analysis is the ratio of the live times for the observation of the
signal and background regions [12]. However, imbalances in
the acceptance for background events between the signal
region and the two background regions lead to a systematic
error, σα, on the exposure ratio. A conservative estimate
for the relative systematic error on the exposure ratio,
σα=α ¼ 2%, is derived. This estimate results from a com-
parison of the number of events which pass γ-ray event
selection criteria in the two background regions.
Results.—A total of Non ¼ 24268 signal and Noff ¼

49028 background events are measured that pass standard
Hillas criteria [11] for the selection of γ-ray events.
The total γ-ray signal s has a statistical significance of
−0.5σ. The statistical significance is calculated with the
log-likelihood ratio test statistic as described in [15] with
the likelihood function (see also [16])

L ¼ PðNon; α̂bþ sÞPðNoff ; bÞGðα̂; α; σαÞ: ð1Þ

Here, P and G represent the Poisson and Gaussian
distributions. The parameters b (mean number of back-
ground events) and α̂ (exposure ratio with mean α) are
treated as nuisance parameters. For comparison, the sig-
nificance of the γ-ray event excess as calculated with
Eq. (17) in [17] without consideration of the systematic
error on the exposure ratio is −1.3σ. Since no significant
γ-ray signal is measured, an upper limit on the integrated
γ-ray signal for energies ranging from the instrumental
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FIG. 3. Line of sight integral over the squared dark matter
density as a function of the angular distance between the direction
of the line of sight and the direction of the Galactic center. A
500 pc core radius is assumed for the cored dark matter density
profiles. Overlaid is the range of angular distances to the Galactic
center covered by the signal and background regions of the
off1-on-off2 data sets.
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energy threshold to a maximum energy Ê is derived. For the
calculation of the upper limit, the likelihood function that
is given by Eq. (1) is analyzed with the method described
in [15]. The upper limit on the energy integrated signal
translates (see, e.g., [18]) into an upper limit on the velocity
averaged dark matter self annihilation cross section,
hσviðMÞ, for a dark matter particle with mass M ¼ Ê.
The variation of the instrumental response with the zenith
and azimuth angles of the array pointing and within the
field of view is accounted for in the analysis. The consid-
eration of the 2% relative systematic error on the exposure
ratio increases the upper limit on hσvi by a factor of ∼3.
Upper limits on hσvi are presented in Fig. 4 for Einasto and
NFW dark matter density profiles with a 500 pc radius core
of constant dark matter density around the Galactic center.
The parameters for the NFW and Einasto density profiles
are taken from [10]. The derived upper limits on hσvi hold
for the γ-ray energy spectrum that is expected from the self
annihilation of dark matter particles into light quarks (see
[2], the same spectrum is assumed in [9]). For an Einasto
dark matter profile that is cored in the inner 500 pc around
the Galactic center, values of hσvi ∼ 3 × 10−24 cm3=s or
larger are excluded for dark matter particle masses in
between ∼1 to ∼4 TeV at 95% C.L. The upper limits on

hσvi that are derived for an Einasto dark matter density
distribution with a core radius of 500 pc are the most
constraining exclusions that are derived for TeV mass dark
matter without the assumption of a centrally cusped dark
matter density distribution in the search region. However,
these limits are one order of magnitude less constraining
than the current best limits for cusped dark matter density
distributions (see Fig. 4) and 2 orders of magnitudes weaker
than the expectation for thermal relic dark matter (see,
e.g., [1]).
For core radii different from 500 pc, the upper limit on

the velocity averaged dark matter self annihilation cross
section scales like hσviR ¼ ðΔJ500 pc=ΔJRÞhσvi500 pc where
ΔJ denotes the difference between the field of view
averaged astrophysical factors in the signal and background
region and the subscript is equal to the core radius. The
field of view averaged astrophysical factors in the signal
and background region of the considered on-off analysis for
different core radii are listed in Table I. The upper limits on
hσvi increase by a factor of 2 (5) if the radius of the central
core of constant dark matter density is 750 pc (1 kpc) when
compared to a core radius of 500 pc.
Summary.—A search for a signal from annihilating

dark matter around the Galactic center was performed.
For this purpose, data that were acquired in dedicated
on-off observations of the Galactic center region with
H.E.S.S. were analyzed. No significant signal was found.
The employed observation technique enabled the deriva-
tion of upper limits on hσvi that are significantly more
conservative in respect to the distribution of dark matter in
the Galactic center region than previous constraints. In
particular, the constraints apply also under the assumption
of a core of constant dark matter density around the
Galactic center. If the dark matter density in the central
500 pc around the Galactic center is constant and follows
outside of the core radius an Einasto profile, values of
hσvi that are larger than 3 × 10−24 cm3=s were excluded
for dark matter particle masses between ∼1 and ∼4 TeV at
95% C.L. This is currently the best constraint on hσvi that
has been derived without the assumption of a centrally
cusped dark matter density distribution in the search
region.
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FIG. 4. Upper limits on the velocity averaged dark matter self
annihilation cross section as a function of the dark matter particle
mass. The upper limits for the cored Einasto and NFW density
profiles hold for a core radius of 500 pc and the annihilation of
dark matter particles into light quarks ([2]). The filled area around
the upper limit curve for the cored Einasto dark matter profile
shows the $1σ variations around the upper limit that is expected
for this dark matter density profile when no annihilation signal is
detected. The derived upper limit is stronger than the expected
upper limit due to the negative significance of the measured
excess. For comparison, the velocity averaged annihilation cross
section of a thermal relic dark matter particle is shown. Addi-
tionally shown are the upper limits that are derived in [9] for
cusped Einasto and NFW profiles as well as the upper limit that is
derived in [19] for a cored dark matter density distribution around
the Sculptor dwarf galaxy.

TABLE I. Field of view averaged astrophysical factors for the
signal (subscript on) and for the live time weighted average of the
two background regions (subscript off). The values are in units of
GeV2 cm−6 kpc and are tabled for Einasto and NFW profiles as a
function of the radius (R) of the central dark matter core.

R (kpc) JEinastoon JEinastooff JNFWon JNFWoff

0 2167 268 559 78
0.5 1036 268 256 78
0.75 636 268 165 78
1 426 255 117 75
2 138 126 46 43
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Observations of dSphs
★ Low luminosity galaxies orbiting the Milky Way


★ Kinematics dominated by DM: M/L ~ O(1000) M⊙/L⊙


★ Moderate J-factors ~ O(1018-1019 GeV2 cm-5), with 
relatively low uncertainties


★ Fermi excludes the thermal relic cross section for DM 
particles of mass mDM < 100 GeV


★ Cherenkov telescopes most constraining for mDM ~ 1 
TeV


★ HAWC most sensitive for mDM ~ 100 TeV
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larger than θmax, where the DM halo is assumed to end. We
impose this physically motivated constraint on the J- and
D-factor uncertainty calculations, resulting in a one-side
uncertainty. For the combined limit uncertainties, we use the
uncertainties corresponding to Segue 1 (42% for annihilation

cross-section limits and 38% for decay lifetime limits) since it
is one of the strongest sources that is driving the limits.
Though it would have been better to calculate and use these
uncertainties for Triangulum II, the required information is
not yet available.

Figure 4. 95% confidence level upper limits on the DM annihilation cross-section for the five DM annihilation channels considered in this analysis and their
comparison of the DM annihilation cross-section limits of HAWC to other experimental results for the ¯bb, ¯tt , t t+ -, m m+ - and + -W W annihilation channels. The
HAWC 507 day limits from data are shown by the black solid line. The dashed black line shows the combined limit using 14 dSphs, excluding Triangulum II. Fermi-
LAT combined dSph limits (Ackermann et al. 2014), VERITAS Segue 1 limits (Archambault et al. 2017), HESS combined dSph limits (Abramowski et al. 2014), and
MAGIC Segue 1 limits (Ahnen et al. 2016) are shown for comparison. The same color scheme is used for all the experiment comparison plots.
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Figure 6. The 95% confidence level upper limits to the annihilation cross-section of dark matter particles
annihilating into bb̄ (left) and t+t� (right) pairs, from HAWC observations of dSphs (black solid line).
Results from other gamma-ray instruments are also shown (see legend for details), as well as the median
and 65% and 95% symmetric quantiles of the distribution of limits obtained under the null hypothesis.
Figure reproduced with permission from reference [49], ©AAS.

Off/On exposure ratio factor of t = 30–300 [70], and the related statistic uncertainties (included in the case
of Cherenkov telescopes by the second Poisson term in Equation (22)), can therefore be safely neglected.
However, the effect of the systematic uncertainty associated to this method is not quantified or taken into
account in the analysis. In addition, similarly to the case of VERITAS, HAWC does also not include in
the maximum likelihood analysis the statistical uncertainty in the J-factor, i.e., they ignore the LJ term
in Equation (13). They do quantify the impact on the limits caused by the consideration of the dSphs as
point-like sources and by several detector effects not perfectly under control in the Monte Carlo simulations
used for calibrating the detector.

HAWC has not found gamma-rays associated to dark matter annihilation or decay from the examined
dSphs, considered either individually or collectively. The significance of rejection of the null hypothesis
for all considered targets, channels (bb̄, tt̄, t+t�, W+W� and µ+µ�), and mc values (between 1 and 100
TeV) is within 2s, except for few marginally larger negative fluctuations. Figure 6 shows the limits to the
annihilation cross section obtained by HAWC for the bb̄ and t+t� annihilation channels, compared to
limits obtained by other gamma-ray instruments. Limits reach hsviUL95 ⇠ 10�23 cm3 s�1 at mc ⇠ 3 TeV
for bb̄, and hsviUL95 ⇠ 2 ⇥ 10�24 cm3 s�1 at ⇠1 TeV for t+t� annihilation channels, respectively. For
decay, lower limits to the decay lifetime were set to tLL95

c ⇠ 3 ⇥ 1026 s for the 100 TeV mass dark matter
particle decaying into bb̄ pairs or tLL95

c ⇠ 1027 s for decaying into t+t� pairs.

5.4. Multi-Instrument Searches

Following Equations (13) and (14), MAGIC and Fermi-LAT have computed a multi-target,
multi-instrument, joint likelihood, producing the first coherent joint search for gamma-ray signals from
annihilation of dark matter particles in the mass range between 10 GeV and 100 TeV [22]. The data
used in this work correspond to the Fermi-LAT 6-years [21] and the MAGIC Segue 1 [45] observations
discussed earlier in Sections 5.1 and 5.2.2, respectively. MAGIC analysis was slightly adapted to match
LAT conventions, in the following aspects: (i) The determination of the J-factor; (ii) the treatment of the
statistical uncertainty of J through the LJ term in Equation (13); and (iii) the treatment of the cases in
which the limits lie outside the physical (a � 0) region.

The MAGIC/Fermi-LAT combined search for dark matter did not produced a positive signal, but
it allowed setting global limits to the dark matter annihilation cross section and, for the first time, a
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the bb̄ and τþτ− channels with expectation bands derived
from the analysis of 300 randomly selected sets of blank
fields. Sets of blank fields are generated by choosing
random sky positions with jbj > 30° that are centered at
least 0.5° from 3FGL catalog sources. We additionally
require fields within each set to be separated by at least
7°. Our expected limit bands are evaluated with the 3FGL

source catalog based on four years of PASS7 REPROCESSED

data and account for the influence of new sources present in
the six-year PASS8 data set.
Comparing with the results of Ackermann et al. [13], we

find a factor of 3–5 improvement in the limits for all
channels using six years of PASS8 data and the same sample
of 15 dSphs. The larger data set as well as the gains in the

LAT instrument performance enabled by PASS8 both
contribute to the increased sensitivity of the present
analysis. An additional 30%–40% improvement in the
limit can be attributed to the modified functional form
chosen for the J factor likelihood (3). Statistical fluctua-
tions in the PASS8 data set also play a substantial role.
Because the PASS8 six-year and PASS7 REPROCESSED

four-year event samples have a shared fraction of only
20%–40%, the two analyses are nearly statistically inde-
pendent. For masses below 100 GeV, the upper limits of
Ackermann et al. [13] were near the 95% upper bound of
the expected sensitivity band while the limits in the present
analysis are within 1 standard deviation of the median
expectation value.

FIG. 1 (color). Constraints on the DM annihilation cross section at the 95% CL for the bb̄ (left) and τþτ− (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300 randomly
selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected sensitivity while the
bands represent the 68% and 95% quantiles. For each set of random locations, nominal J factors are randomized in accord with their
measurement uncertainties. The solid blue curve shows the limits derived from a previous analysis of four years of PASS7 REPROCESSED

data and the same sample of 15 dSphs [13]. The dashed gray curve in this and subsequent figures corresponds to the thermal relic cross
section from Steigman et al. [5].

FIG. 2 (color). Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and τþτ− (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3σ limit) [57], 112 hours of observations of the
Galactic center with H.E.S.S. [58], and 157.9 hours of observations of Segue 1 with MAGIC [59]. Pure annihilation channel limits for
the Galactic center H.E.S.S. observations are taken from Abazajian and Harding [60] and assume an Einasto Milky Way density profile
with ρ⊙ ¼ 0.389 GeV cm−3. Closed contours and the marker with error bars show the best-fit cross section and mass from several
interpretations of the Galactic center excess [16–19].
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Figure 2. The 95% confidence-level upper limits to hsvi for the cc ! bb̄ (left) and cc ! t+t� (right)
annihilation channels derived from 6-year observations of 15 dSphs with Fermi-LAT. The dashed black
line shows the median of the distribution of limits obtained from 300 simulated realizations of the null
hypothesis using LAT observations of high-Galactic-latitude empty fields, whereas green and yellow bands
represent the symmetric 68% and 95% quantiles, respectively. The dashed gray curve corresponds to the
thermal relic cross-section [54]. Reprinted figure with permission from reference [37]; copyright (2014) by
the American Physical Society.

the PDF of the energy estimator and that, therefore, the range of investigated spectral shapes for which we
can establish bounds within a certain precision using this technique is different for different instruments.

No significant gamma-ray signal from dSphs was found in the Fermi-LAT data, either individually in
each dSph (the largest deviation from the null hypothesis is found for Sculptor, with �2 ln lP = 4.3), or in
the combined analysis (�2 ln lP = 1.3). Some of the obtained exclusion limits are shown in Figure 2. This
work represents the most constraining search for WIMP annihilation signals for the dark matter particle
mass range below ⇠1 TeV. As shown in the figure, the limits exclude the thermal relic cross section for
mc < 100 GeV in the case of annihilation into bb̄ or t+t� pairs.

These results were combined with MAGIC observations of Segue 1, into the first coherent search for
dark matter using several gamma-ray instruments [22]. Details about this work are provided below.

In a later work, the Fermi-LAT and the Dark Energy Survey (DES) collaborations also used the data
from 6 years of observations to look for dark matter signals over a sample of 45 stellar systems consistent
with being dSphs [55]. The search was performed shortly after the discovery of 17 of the considered
dSph candidates, for which no reliable estimate of the dark matter content was available at the time.
Because of this, all considered candidates were assumed to be point-like sources, and the J-factors for
the non-confirmed dSphs estimated from a purely empirical scaling relation based on their heliocentric
distance. For four of the examined dSphs, a 2s discrepancy with the null hypothesis was found, which does
not contradict significantly such hypothesis, particularly once the number of investigated sources, channels
and masses is considered. Overall, the strategy of observing a set of not fully confirmed dSphs candidates,
for which no reliable estimate of the J-factor exists yet is justified since a solid positive gamma-ray signal
from any of the observed targets would have been considered a strong experimental evidence of dark
matter annihilation or decay. In absence of such signal, however, the obtained limits are less robust than
those from the 15 confirmed dSphs described above, which remain the reference in the field for the sub-TeV
mass range.

Ackermann et al. PRL 115 (2015) 231301 
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FIG. 9. Annihilation cross section limits for dwarf spherioidal galaxies from this work, HESS [1], MAGIC [4], Fermi-LAT [3],
a combined result of MAGIC and Fermi-LAT [28] as well as previous VERITAS results [6] for the bb̄ (left) and �+�� (right)
channels.
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simple event counting analysis approach. More recently, they analyzed their full datasets and combined
them using advanced analysis techniques [48].

In this latter work, the average gamma-ray spectra ( dNg

dE ) for the investigated dark matter annihilation
channels were taken from the PPPC 4 DM ID computation [47], and the differential J-factors from
Geringer-Sameth et al. (2014) [7]. For the high-level, statistical data analysis, VERITAS used a test
statistic equivalent to the ratio of the following likelihood function [68], namely:

Lg(a | {E0
i , q0

i}i=1,...,NOn) =
NOn

’
i=1

fs+b(E0
i , q0

i) . (27)

This likelihood function is similar to the one used by MAGIC in the Segue 1 analysis (Equation (25)).
They are both unbinned simplified versions of the general likelihood function for Cherenkov telescopes
shown in Equation (22). With respect to the MAGIC Segue 1 likelihood function, in Equation (27) the
external Poisson term for the total number of observed events is omitted, and the event-wise term consists
in the evaluation of the 2-dimensional PDF for the measured energy E0 and the angular separation
q0 between the measured arrival direction and the dSph center. We remind the reader that fs+b =

1
s+b (s fs + b fb). In the 2-dimensional case, assuming that the convolution of the gamma-ray distribution
with the IRF is radially symmetric with respect to the center of the dSph (i.e., the dependence on p̂0 reduces
to a dependence on q0), then fs(E0, q0) is given by:

fs(E0, q0) =
2pq0Tobs

s

Z •

0
dE

Z

DWtot
dW

d2F
dE dW

IRF(E0, p̂0|E, p̂) . (28)

Only events in an On region defined by a maximum distance of q0
cut = 0.17� from the center of the

dSphs are considered, and the dependence of the effective area Aeff on the arrival direction p̂ for events
passing such cut is ignored. The dependence of fb on E0 is modeled by smearing the distribution of E0

measured for events of the background-control (Off) region, whereas the spatial distribution is assumed
to be uniform within the On region. Both b and fb are fixed during the likelihood maximization, i.e., no

Archambault et al. PRD 95 (2017) 082001 
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Combining dSph results
★ Stack the likelihoods (no the data!), 

of different dSphs:


✦ with different uncertainties in J-
factor


✦ observed by different instruments
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arrival direction present in the signal region, or J. One standard technique to eliminate the nuisance
parameters when making statements about a is using the profile likelihood ratio test:

lP(a |D) =
L(a; ˆ̂n |D)
L(â; n̂ |D)

, (12)

where â and n̂ are the values maximizing L, and ˆ̂n the value that maximizes L for a given a. According to
Wilks’ theorem �2 ln lP(a) is distributed, when a are the true values, as a c2 distribution with number
of degrees of freedom equal to the number of components of a, independent of the value of n. It is
an extended practice in indirect dark matter searches with gamma rays to decrease the n-dimensional
vector a of free parameters to a one-dimensional quantity a, by considering that gamma-ray production
is dominated either by annihilation (a = hsvi, i.e., the velocity-averaged annihilation cross section) or
by decay (a = t�1

c , i.e., the decay rate), and scanning over values of the dark matter particle mass (mc)
and pure annihilation/decay channels (i.e., considering at each iteration 100% branching ratio to one
of the possible SM particle pairs). For each scanned combination, Equation (11) reduces to a likelihood
function of just one purely free (i.e., non-nuisance) parameter. In such a case, for instance, 1-sided 95%
confidence level upper limits to a are taken as aUL95 = a2.71, with a2.71 found by solving the equation
�2 ln lP(a2.71) = 2.71.

The data D can refer to NdSph different dSphs, in which case it is convenient to write the joint
likelihood function as:

L(a; n|D) =
NdSph

’
l=1

Lg(aJl ; µl |Dgl ) · LJ(Jl |D Jl ) , (13)

where we have factorized the joint likelihood into the partial likelihood functions corresponding to each
dwarf, and those subsequently into the parts corresponding to the gamma-ray observations (Lg) and
J-factor measurement (LJ), respectively; Jl is the total J-factor (see Equation (7)) of the l-th considered
dSph, which, as we have made explicit, is a nuisance parameter degenerated with a in Lg; µl represents
the additional nuisance parameters different from Jl affecting the analysis of the l-th dSph; Dgl represents
the gamma-ray data of the l-th dSph, whereas D Jl refers to the data constraining Jl .

For each dSph, we may have Nmeas independent measurements, each performed under different
experimental conditions, by the same or different instruments. That is, we can factorize the Lg term as:

Lg(aJ; µ|Dg) =
Nmeas

’
k=1

Lg,k(aJ; µk|Dg,k) , (14)

where we have omitted the index l referring to the dSph for the sake of clarity, and with µk and Dg,k
representing the nuisance parameters and data, respectively, referred to the k-th measurement.

For each observation of a given dSph under certain experimental conditions, Lg,k often consists of the
product of NE0 ⇥ Np̂0 Poissonian terms (P) for the observed number of gamma-ray candidate events (Nij)
in the i-th bin of reconstructed energy and j-th bin of reconstructed arrival direction, times the likelihood
term for the µ nuisance parameters (Lµ), with NE0 the number of bins of reconstructed energy and Np̂0 the
number of bins of reconstructed arrival direction, i.e.:

Lg,k(aJ; µ|Dg) =
NE0

’
i=1

Np̂0

’
j=1

P
�
sij(aJ; µ) + bij(µ)|Nij

�
· Lµ(µ|Dµ) , (15)

where the indexes l and k referring to the dSph and the measurement have been removed for the sake
of a clear notation. The parameter of the Poissonian term is sij + bij, where sij is the expected number of
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of degrees of freedom equal to the number of components of a, independent of the value of n. It is
an extended practice in indirect dark matter searches with gamma rays to decrease the n-dimensional
vector a of free parameters to a one-dimensional quantity a, by considering that gamma-ray production
is dominated either by annihilation (a = hsvi, i.e., the velocity-averaged annihilation cross section) or
by decay (a = t�1

c , i.e., the decay rate), and scanning over values of the dark matter particle mass (mc)
and pure annihilation/decay channels (i.e., considering at each iteration 100% branching ratio to one
of the possible SM particle pairs). For each scanned combination, Equation (11) reduces to a likelihood
function of just one purely free (i.e., non-nuisance) parameter. In such a case, for instance, 1-sided 95%
confidence level upper limits to a are taken as aUL95 = a2.71, with a2.71 found by solving the equation
�2 ln lP(a2.71) = 2.71.

The data D can refer to NdSph different dSphs, in which case it is convenient to write the joint
likelihood function as:

L(a; n|D) =
NdSph

’
l=1

Lg(aJl ; µl |Dgl ) · LJ(Jl |D Jl ) , (13)

where we have factorized the joint likelihood into the partial likelihood functions corresponding to each
dwarf, and those subsequently into the parts corresponding to the gamma-ray observations (Lg) and
J-factor measurement (LJ), respectively; Jl is the total J-factor (see Equation (7)) of the l-th considered
dSph, which, as we have made explicit, is a nuisance parameter degenerated with a in Lg; µl represents
the additional nuisance parameters different from Jl affecting the analysis of the l-th dSph; Dgl represents
the gamma-ray data of the l-th dSph, whereas D Jl refers to the data constraining Jl .

For each dSph, we may have Nmeas independent measurements, each performed under different
experimental conditions, by the same or different instruments. That is, we can factorize the Lg term as:

Lg(aJ; µ|Dg) =
Nmeas

’
k=1

Lg,k(aJ; µk|Dg,k) , (14)

where we have omitted the index l referring to the dSph for the sake of clarity, and with µk and Dg,k
representing the nuisance parameters and data, respectively, referred to the k-th measurement.

For each observation of a given dSph under certain experimental conditions, Lg,k often consists of the
product of NE0 ⇥ Np̂0 Poissonian terms (P) for the observed number of gamma-ray candidate events (Nij)
in the i-th bin of reconstructed energy and j-th bin of reconstructed arrival direction, times the likelihood
term for the µ nuisance parameters (Lµ), with NE0 the number of bins of reconstructed energy and Np̂0 the
number of bins of reconstructed arrival direction, i.e.:

Lg,k(aJ; µ|Dg) =
NE0

’
i=1

Np̂0

’
j=1

P
�
sij(aJ; µ) + bij(µ)|Nij

�
· Lµ(µ|Dµ) , (15)

where the indexes l and k referring to the dSph and the measurement have been removed for the sake
of a clear notation. The parameter of the Poissonian term is sij + bij, where sij is the expected number of
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signal events in the i-th bin in energy and the j-th bin in arrival direction, computable using aJ as we will
see below; and bij the corresponding contribution from background processes. Dµ represents the data
used to constrain the values of the nuisance parameters µ. We have made explicit that the uncertainties
associated to µ can in principle affect both the computation of the signal and background contributions.
For instance, uncertainties in the overall energy scale affect the computation of sij, whereas uncertainties
in the background modeling affect the computation of bij. However, uncertainties affecting sij are usually
considered to be largely dominated by the uncertainty in the J-factor and the dependence of sij on µ

therefore ignored. Thus, sij, is given by:

sij(aJ) =
Z

DE0
i

dE0
Z

Dp̂0
j

dW0
Z •

0
dE

Z

DWtot
dW

Z Tobs

0
dt

d2F(aJ)
dE dW

IRF(E0, p̂0|E, p̂, t) , (16)

where E0, p̂0, E and p̂ are the estimated and true energies and arrival directions, respectively; dW0 and dW
infinitesimal solid angles containing p̂0 and p̂, respectively; Tobs the total observation time; t the time along
the observations; and IRF the instrument response function, i.e. IRF(E0, p̂0|E, p̂, t) dE0 dW0 is the effective
collection area of the detector times the probability for a gamma ray with true energy E and direction p̂
to be assigned an estimated energy in the interval [E0, E0 + dE0] and p̂0 in the solid angle dW0 (see more
details below), at the time t during the observations. The integrals over E and p̂ perform the convolution
of the gamma-ray spectrum with the instrumental response, whereas those over E0 and p̂0 compute the
events observed within the i-th energy bin (DE0

i) and the j-th arrival direction bin (Dp̂0
j). It must be noted

that, defining several spatial bins within the source produces relatively minor improvement in sensitivity
to dark matter searches for not significantly extended sources (i.e., those well described by a point-like
source, as it is the case for many dSphs) [20]. For significantly extended sources, on the other hand, using a
too fine spatial binning makes the obtained result more sensitive to the systematic uncertainties in the dark
matter spatial distribution within the dSph halo. Thus, a realistic optimization of Np̂0 based on sensitivity
should balance the gain yielded by the use of more spatial information and the loss caused by the increase
in the systematic uncertainty.

The IRF can be factorized as the product of the detector collection area Aeff (Tobs · Aeff is often referred
to as exposure), times the PDFs for the energy ( fE) and incoming direction ( f p̂) estimators, i.e.:

IRF(E0, p̂0|E, p̂, t) = Aeff(E, p̂, t) · fE(E0|E, t) · f p̂(p̂0|E, p̂, t) , (17)

where, following the common practice, the (small) dependence of fE with p̂ has been neglected. f p̂ is often
referred to as the point spread function (PSF).

Finally, the likelihood for the total J-factor is usually written as:

LJ(J | Jobs, sJ) =
1

ln(10)Jobs
p

2psJ
e�(log10(J)�log10(Jobs))

2/2s2
J ; (18)

with log10 Jobs and sJ the mean and standard deviation of the fit of a log-normal function to the posterior
distribution of the total J-factor [21]. Therefore, including LJ in the joint likelihood is a way to incorporate
the statistical uncertainty of J in the estimation of a. It is worth noting that, because a and J are degenerate,
in order to perform the profile of L with respect to J it is sufficient to compute Lg vs a for a fixed value of J,
which facilitates significantly the computational needs of the profiling operation (see details in footnote 12
of reference [22]). Including Jobs systematic uncertainties is much more complex, since they depend mainly
on our choice of the dark matter halo density profile function (e.g., NFW [23], Einasto [24], etc.), and there
is no obvious way of assigning a PDF to that choice. Because of this, the impact of that uncertainty in
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Figure 2: 95% CL upper limits on the thermally-averaged cross-section for DM particles annihilating into
bb̄ (upper-left), W+W � (upper-right), �+�� (bottom-left) and µ+µ� (bottom-right) pairs. Thick solid lines
show the limits obtained by combining Fermi-LAT observations of 15 dSphs with MAGIC observations of
Segue 1. Dashed lines show the observed individual MAGIC (short dashes) and Fermi-LAT (long dashes)
limits. J-factor statistical uncertainties (Table 1) are considered as described in Section 3.2. The thin-dotted
line, green and yellow bands show, respectively, the median and the symmetrical, two-sided 68% and 95%
containment bands for the distribution of limits under the null hypothesis (see main text for more details).
The red-dashed-dotted line shows the thermal relic cross-section from Ref. [54].

this magnitude would be expected in 5% of the experiments under the null hypothesis and
is therefore compatible with random fluctuations.

As expected, limits in the low and high ends of the considered mass range are dominated
by Fermi -LAT and MAGIC observations, respectively, and the combined limits coincide
with the individual ones. The combination provides a significant improvement in the range
between ⇠1 and ⇠100 TeV (for bb̄ and W+W�) or ⇠0.2 and ⇠2 TeV (for �+�� and µ+µ�),
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Figure 2: 95% CL upper limits on the thermally-averaged cross-section for DM particles annihilating into
bb̄ (upper-left), W+W � (upper-right), �+�� (bottom-left) and µ+µ� (bottom-right) pairs. Thick solid lines
show the limits obtained by combining Fermi-LAT observations of 15 dSphs with MAGIC observations of
Segue 1. Dashed lines show the observed individual MAGIC (short dashes) and Fermi-LAT (long dashes)
limits. J-factor statistical uncertainties (Table 1) are considered as described in Section 3.2. The thin-dotted
line, green and yellow bands show, respectively, the median and the symmetrical, two-sided 68% and 95%
containment bands for the distribution of limits under the null hypothesis (see main text for more details).
The red-dashed-dotted line shows the thermal relic cross-section from Ref. [54].

this magnitude would be expected in 5% of the experiments under the null hypothesis and
is therefore compatible with random fluctuations.

As expected, limits in the low and high ends of the considered mass range are dominated
by Fermi -LAT and MAGIC observations, respectively, and the combined limits coincide
with the individual ones. The combination provides a significant improvement in the range
between ⇠1 and ⇠100 TeV (for bb̄ and W+W�) or ⇠0.2 and ⇠2 TeV (for �+�� and µ+µ�),
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Figure 7. The 95% confidence level upper limits to the cross-section for dark matter particles annihilating
into bb̄ (left) and t+t� (right) pairs. Thick solid lines show the limits obtained by combining Fermi-LAT
observations of 15 dSphs with MAGIC observations of Segue 1. Dashed lines show the limit obtained
individually by MAGIC (short dashes) and Fermi-LAT (long dashes), respectively. The thin-dotted line,
green and yellow bands show, respectively, the median and the two-sided 68% and 95% symmetric quantiles
for the distribution of limits under the null hypothesis. Reprinted figure with permission from reference [22],
©IOP Publishing Ltd and Sissa Medialab; reproduced by permission of IOP Publishing; all rights reserved.

meaningful comparison of the individual results obtained with the two instruments. Figure 7 shows the
95% confidence level limits to the cross-section of dark matter particles of mass in the range between
10 GeV and 100 TeV annihilating into bb̄ and t+t� pairs. The obtained limits are the currently most
constraining results from dSphs, and span the widest interval of masses, covering the whole WIMP range.
In the regions of mass where Fermi-LAT and MAGIC achieve comparable sensitivities, the improvement
of the combined result with respect to those from individual instruments reaches a factor ⇠ 2.

This approach is applicable to all the high-energy gamma-ray instruments (and also to high energy
neutrino telescopes, with slight modifications in Equation (16) to account for the oscillations). The so-called
Glory Duck working group has initiated an activity aimed at the combination of all dark matter searches
performed with Fermi-LAT, H.E.S.S, MAGIC, VERITAS and HAWC using observations of dSphs [71]. Each
collaboration will analyze their own datasets and will provide the likelihood values as a function of the free
parameter a (i.e., the terms Lg,k in Equation (14)) for the different considered annihilation channels and
mc values, for their combination and J-factor profiling through Equation (13). Likelihood values from the
different instruments will be computed using the same conventions for the computation of the gamma-ray
spectra and the J-factors, as well as the same statistical treatment of the data, most notably a common
consideration of all relevant uncertainties by the inclusion of the corresponding nuisance parameters in
the likelihood functions. While in principle foreseen only for the combination of gamma-ray data in the
search of annihilation signals, this work could pave the path for other combined searches, such as searches
for decay signals, the inclusion of other kinds of targets or even extending the searches to include also
results from neutrino telescopes. This approach will ensure that all the combined individual results will be
directly comparable among them, and will produce the legacy result of the dark matter searches using the
current generation of gamma-ray instruments.

Fermi-LAT+MAGIC: Ahnen et al. JCAP 1602 (2016) 39 
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Figure 2: Upper limits at 95% confidence level on h�vi as a function of the DM mass for seven annihilation channels,
using the set of J factors from [49] (GS set in Tab. 2). The black solid line represents the observed combined limit, the
blue dashed line is the median of the null hypothesis (H0) corresponding to the expected limit, while the green and
yellow bands show the 68% and 95% containment bands. Combined upper limits for each individual detector are also
indicated. The value of the thermal relic cross section as a function of the DM mass is given as the gray dotted-dashed
line [58]. 11
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Dark matter clumps
★ DM galactic satellites (sub-halos) that 

have not triggered any stellar activity 
(they shine only in DM-related signals)


★ Can only be found serendipitously or in 
unbiased surveys (Fermi-LAT, HAWC) 


★ DM clump selection criteria generally 
based on:

✦ No association with astrophysical source/ 

no emission in other wavelengths


✦ Steady sources


✦ Spectrum compatible with DM emission


★ Selection:

✦ 1235 unidentified sources in Fermi-LAT 

catalogue 


✦ 44 survive criteria but no preference of DM 
spectrum over other astrophysical 
explanations

30

Coronado-Blázquez et al. JCAP 07 (2019) 020

★ Limits obtained assuming survivors are 
actually DM clumps and comparing with 
clumps from N-body simulations
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Galaxy clusters
★ Group of gravitationally bound galaxies


★ Largest and youngest (i.e. closest) structures in 
the Universe


★ Huge amounts of dark matter (M ~ 1015 M⊙), but 
not highly concentrated (except for sub-halos)

✦ good candidates to look for DM decay 


✦ (only hard constraint: DM lifetime should be larger 
than Hubble time: 1017s)


★ Complex fields of view with possible foregrounds


★ Limits from Perseus cluster (MAGIC, 220h):               
𝜏DM > 1026 - 1027 s


★ Other investigated clusters:                          
Fornax (HESS),                                             
Coma (VERITAS+Fermi-LAT),                            
Virgo (Fermi-LAT)

31

Figure 1: Schematic view of the Perseus CG FoV. The location of the galaxies NCG 1275, IC 310, and NCG 1265 are marked with
colored stars (the location of NCG 1275 is coincident with the center of the Perseus CG). The large blurred red region represents
the expected DM decay signal morphology (based on Sánchez-Conde et al., 2011). The nominal position of the two pointing
modes labeled A and B are shown as open red circles whereas the di↵erent pointing positions of the telescopes around these two
pointing mode directions are labeled W0.40+XXX and W0.26+YYY (for pointing modeA and B respectively) and are shown as red
wide dots. ON/OFF regions from opposing pointings (e.g. ON from W0.40+157 and OFF from W0.40+337, where OFF center
position is marked with an empty star) are analyzed in pairs. R1 is the region around NCG 1275 defined by ✓ < ✓min (shown with
dashed black arrows only for OFF) with respect to NGC 1275’s direction. R2 is the region defined between ✓min < ✓ < ✓max and are
shown as blue regions for ON and OFF. Dark matter is searched within R2 while R1 is used to evaluate the gamma-ray emission
activity of NGC 1275 for each given dataset.

two di↵erent observation pointing modes (here labelled A and B). The gamma-ray emitting radio-galaxy
NGC 1275 is located at the dynamical center of the cluster (see Figure 1), and for observation mode A,
four symmetric pointing positions are taken at 0.4� distance around this point. In pointing mode B, the
instrument wobbles around a point half-distance between NGC 1275 and IC 310 (pointing alternately in
two of the pointing positions of mode A). The galaxy NGC 1265 is another important object in the FoV.
NGC 1265 is clearly visible in X-rays (Sun et al., 2005) and, albeit never detected above E > 1 GeV, is
treated as a potential gamma-ray emitter in the analysis.

During the observation campaign, the MAGIC telescopes underwent several hardware upgrades (Aleksić

6
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Figure 3: 95% CL lower limit on the DM decay lifetime (solid line) in the bb̄ (top-left), W+W� (top-right), ⌧+⌧� (bottom-left) and
µ+µ� (bottom-right) channels using 202 h of Perseus CG data. The expected limit (dashed line) and the two sided 68% and 95%
containment bands are also shown.

detected by MAGIC in the observation time is lower than 1). 95% CL lower limits on the DM particle decay
lifetime ⌧DM for each decay channel are obtained with a binned likelihood analysis (80 GeV to 10 TeV in
10 logarithmic-spaced bins3) using Jdec = 1.5⇥1019 GeV cm�2 (see Section 2). The results for leptonic and
hadronic decays are shown in Figure 3 where also reported are the two-sided 68% and 95% containment
bands and the median for the null hypothesis, computed from the distribution of the lower limits obtained
from the analysis of 300 realizations of the null hypothesis. This consist of MC simulations in which both
ON and OFF regions are generated from pure background probability density functions, assuming both
similar exposures for the real data, and i taken as a nuisance parameter in the likelihood function. We
reach sensitivities ⌧DM > 1026 s where no evidence for decaying DM is found in either decay mode.

3Empty bins are merged with neighbouring ones.
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Isotropic gamma-ray background
★ All-sky diffuse gamma-ray emission 

measured by EGRET, Fermi-LAT


★ Sources:

✦ Unresolved members of extragalactic/high-

latitude galactic sources:

✤ AGNs


✤ Star-forming galaxies


✤ Millisecond pulsars


✦ Dark matter?


★ DM signal searched for in the auto-
correlation power spectrum or cross-
correlation with catalogues of astronomical 
objects

✦ DM leaves imprints at different angular scales 

than other sources


✦ Degeneracies broken by investigating in 
different energy windows and different 
catalogues

32

2

where dn/dM is the comoving number density of dark
matter halos per unit mass range, ⇢host(r|M) is the den-
sity profile of dark matter halos of mass M , and bsh(M)
is the so-called “boost factor” due to the presence of sub-
halos inside parent dark matter halos. See Ref. [17] for
how to evaluate Eq. (3) as well as for the cosmological
parameters used in the calculation. The boost factor,
bsh, depends on the minimum mass of possible subhalos
as well as on the host halo mass. For the minimum sub-
halo mass, we use the standard value for the cold dark
matter particles, 10�6M�.

Let us specify some important details of the model. As
the rate of annihilation depends on local density squared,
the results are sensitive to how clumpy dark matter ha-
los are. There are two important quantities related to
clumpiness. One is the so-called “concentration parame-
ter” of the density profile of halos, and we use the model
developed in Ref. [26] for M < 2.5 ⇥ 1014M� and that
in Ref. [27] otherwise. This model yields results simi-
lar to the latest work [28]. We find that the most of
the contributions to the anisotropy come from subhalos
inside the large-mass halos (M & 1010M�) at low red-
shifts (z . 0.1) [17]. The concentration parameters of
such large-mass halos have been well characterized. An-
other important quantity is the boost factor due to sub-
halos, and we use the model developed by Gao et al. [29].
Their power-law scaling with mass, bsh / M0.39, is re-
cently challenged by Sánchez-Conde and Prada [30], who
claim to find significantly weaker dependence of bsh on
M . This greatly reduces the amplitude of anisotropies as
well as the mean intensity. While we continue to adopt
the model of Ref. [29] as the main model in this paper,
our conclusion changes if the model of Ref. [30] turns
out to be correct. This is the largest uncertainty in our
model, and is common to all the extragalactic constraints
discussed in the literature.

In Fig. 1, we show Idm(E) from annihilation of 100-
GeV dark matter purely into bb̄ with h�vi = 3 ⇥
10�26 cm3 s�1, as well as from two astrophysical sources:
blazars and star-forming galaxies. For both populations,
we treat spectrally hard and soft sub-populations, sepa-
rately: BL Lacs (E�2.1) and flat-spectrum radio quasars
(E�2.4) for the blazars; starbursts (E�2.2) and normal
spirals (E�2.7) for the star-forming galaxies. The mean
intensity of these sources is computed in a similar manner
to dark matter, using Eq. (1) but by replacing Wdm with
a window function of each population and h�2i with 1 (as
they trace density). The window function WX , where X
represents either star-forming galaxies or blazars, is given
by

WX([1 + z]E, z) = �2

Z Llim

0
dL�X(L, z)FX(L, z), (4)

where L is the di↵erential luminosity (i.e., the num-
ber of gamma-ray photons emitted per unit time, per
unit energy range) at energy (1 + z)E, and FX(L, z) =
(1 + z)2L/(4⇡d2L) is the di↵erential number flux at en-
ergy E from a source X at z. The upper limit of the

FIG. 1. Predicted mean intensity spectra of di↵use gamma-
ray background. The dashed, dot-dashed, and dotted lines
show the contributions from dark matter annihilation (pa-
rameters adopted are also shown), blazars, and star-forming
galaxies (labeled as SFGs), respectively. The solid line shows
the sum, while the points with error bars show the Fermi-LAT
data [31].

integration Llim corresponds to the flux sensitivity of
Fermi, Flim, integrated above 100 MeV, and we adopt
Flim = 4 ⇥ 10�9 cm�2 s�1 (3 ⇥ 10�8 cm�2 s�1) for
hard (soft) sources. For the luminosity function, �X ,
for blazars, we adopt the luminosity-dependent density
evolution model separately for BL Lacs [32] and flat-
spectrum radio quasars [33], which both roughly be-
have as a broken power law in luminosity. For the lu-
monosity function of star-forming galaxies, we adopt the
infrared luminosity function [34], which behaves as a
power law with a cuto↵ luminosity, again separately for
spiral and starburst galaxies. Finally such an infrared
luminosity function is converted to the gamma-ray lu-
minosity function by using the correlation between in-
frared and gamma-ray lumonosity calibrated with Fermi:
L� / L1.17

IR [35].
Figure 1 shows that the annihilation signal is below

the current measurements as well as the predicted astro-
physical contributions. This situation, however, changes
completely when we consider the cross correlation of
anisotropies.

III. CROSS CORRELATION WITH 2MASS
GALAXY CATALOG

We consider the cross-correlation power spectrum,
Cdm,g

` , between the fluctuations in the gamma-ray in-
tensity �Idm, and the galaxy density contrast �g. It is
defined by

h�Idm(n̂)�g(n̂+ ✓)i =
X

`

2`+ 1

4⇡
Cdm,g

` P`(cos ✓), (5)

Ando et al. PRD 90 (2014) 023514

3

FIG. 2. Predicted angular cross-power spectra of gamma-
ray emission in 5–10 GeV and the distribution of galaxies
measured by the 2MASS Redshift Survey. The dashed, dot-
dashed, and dotted lines show the contributions from dark
matter annihilation, blazars, and star-forming galaxies, re-
spectively. The solid line shows the sum, while the points
with the boxes show the errors expected after five-year obser-
vations of Fermi-LAT. The particle physics model is the same
as in Fig. 1.

where P`(cos ✓) is the Legendre polynomials. Each mul-
tipole roughly corresponds to an angular size of ✓ ⇡ ⇡/`.
We compute Cdm,g

` as

Cdm,g
` =

Z
d�

�2
Wdm(�)Wg(�)P�2,g

✓
k =

`

�
,�

◆
, (6)

where Wg is the galaxy window function, normalized to
unity after integration over �. The angular cross-power
spectrum is determined by the three-dimensional cross-
power spectrum of �2 and galaxies, P�2,g(k). We model
this power spectrum as P�2,g(k) = bgP�2,�(k), where bg
is the so-called galaxy bias factor. We use bg = 1.4 for
galaxies in the 2MASS catalog [36].

To compute P�2,�(k), we extend the formalism given
in Ref. [17] to the cross correlation and obtain P�2,� =
P 1h
�2,� + P 2h

�2,�, where

P 1h
�2,� =

✓
1

⌦m⇢c

◆3 Z
dM

dn

dM
ũ(k|M)ṽ(k|M)M

⇥ [1 + bsh(M)]

Z
dV ⇢2host(r|M), (7)

P 2h
�2,� =

✓
1

⌦m⇢c

◆2 ⇢Z
dM

dn

dM
ũ(k|M)b1(M, z)

⇥[1 + bsh(M)]

Z
dV ⇢2host(r|M)

�

⇥
Z

dM
dn

dM
Mṽ(k|M)b1(M, z)

�
Plin(k, z),(8)

FIG. 3. Predicted cross-correlation coe�cients,
C�,g

` /
p

C�
` C

g
` , between gamma rays from dark matter

(solid), blazars (dashed), or star-forming galaxies (dotted),
and the 2MASS Redshift Survey galaxies.

where Plin(k, z) is the linear matter power spectrum,
b1(M, z) is the linear halo bias, and ũ(k|M) and ṽ(k|M)
are the Fourier transform of gamma-ray emissivity and
density profiles, respectively, which are both normalized
to unity after integration over volume.
For the cross correlation of the astrophysical sources

with 2MASS galaxies, we use Eq. (6) with a proper re-
placement of Wdm with the astrophysical window func-
tion [Eq. (4)]. We also replace the power spectrum P�2,g

with PX,g, and we approximate it as PX,g ⇡ bXbgP�,
where P� is the matter power spectrum. For both blazars
and star-forming galaxies, we assume bX = 1.4 for their
bias parameters.
The angular power spectrum defined by Eq. (6) has

units of intensity times solid angle, and it is propor-
tional to h�vi. In Fig. 2, we show the predicted Cdm,g

`
with the 2MASS Redshift Survey [22], assuming h�vi =
3 ⇥ 10�26 cm3 s�1 in the energy range of 5–10 GeV,
for 100-GeV dark matter annihilating into bb̄. We also
show the predicted cross spectra with the 2MASS Red-
shift Survey for blazars and star-forming galaxies, respec-
tively. Remarkably, we find that the dark matter-galaxy
correlation dominates over the other astrophysical con-
tributions. This is because the low-redshift (z . 0.1)
2MASS galaxies are less correlated with the astrophysical
gamma-ray sources than with dark matter annihilation.
The galactic emission due to cosmic ray interactions is
much more concentrated at the halo center than dark
matter annihilation; thus, while the former is easier to
be identified with nearby individual sources, the latter
yields the larger luminosity density in a local volume.1

It is therefore important to use a local galaxy catalog

1 For example, several star-forming galaxies in the local volume

Cross-corr with 2MASS Redshift galaxy survey

E ∈ [5,10] GeV
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Program

★ Intro: what is dark matter and how we look for it


★ Indirect WIMP searches

✦ [Charged] cosmic rays


✦ Gamma rays


✦ Neutrinos


★ Axion-like particles
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Neutrinos: observations of the Galactic Center

★ WIMP searches with neutrino 
telescopes similar as for  
gamma-rays

✦ Slight modification of flux 

formula to accommodate 
oscillations


✦ Detection of neutrinos is 
more difficult and therefore 
sensitivity in principle 
degrades


★ Joined analysis also possible 
as for gammas:

✦ ANTARES (~2000 days)

✦ IceCube (~1000 days)
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the limit for dark matter annihilation into τþτ− for the
NFW profile is shown alongside the sensitivity. These
results are also compared with current limits obtained
with γ-ray telescopes from searches of photons produced
in the self-annihilation of dark matter into τþτ− (see
Fig. 6). Gamma-ray limits are still several orders of
magnitude better for this particular channel, although it
needs to be noted that the VERITAS [8] and combined
FermiþMAGIC limits [9] were obtained from the study of
dwarf spheroidal galaxies (dSphs), while the other limits

presented are for the Galactic Center. Note as well that the
H.E.S.S. limit was obtained assuming the Einasto halo
profile [7]. Although both the NFW and Einasto halo
profiles assume a high dark matter density at the center of
the Galaxy, the difference between the profiles is non-
negligible in the central region. Moreover, there is consid-
erable freedom in the choice of halo parameters, and these
choices are not made consistently between experiments.
The halo parameters used in this work are conservative with
respect to more optimistic values made in other analyses,
and this freedom is responsible for some of the difference
between the limits set by IceCube and the more stringent
limits reported in Ref. [7].
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FIG. 6. 90% C.L. upper limit on the thermally averaged dark
matter annihilation cross section hσAυi obtained for the combined
analysis as a function of the dark matter mass mDM assuming the
NFW halo profile for the τþτ− annihilation channel. The limits
from IceCube [19], ANTARES [17], VERITAS [8], Fermiþ
MAGIC [9], and H.E.S.S. [7] are also shown.

FIG. 7. Comparison of the 90% C.L. combined limit (solid line)
and sensitivity (dashed line) for the NFW halo profile and the
τþτ− annihilation channel, along with the expected 1σ (green)
and 2σ (yellow) bands around the expected median sensitivity.
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bb̄ ⌧ ⌧̄ ⌫⌫̄
Mass
(GeV)

�SI [cm2]
⇥10�41

�SD [cm2]
⇥10�39

�Exp.
SD [cm2]

⇥10�39
�SI [cm2]
⇥10�41

�SD [cm2]
⇥10�39

�Exp.
SD [cm2]

⇥10�39
�SI [cm2]
⇥10�41

�SD [cm2]
⇥10�39

�Exp.
SD [cm2]

⇥10�39

5 - - - 5.34 1.33 1.38 0.38 0.092 0.23
10 16.6 8.39 10.8 0.29 0.15 0.21 0.04 0.029 0.057
20 1.54 1.57 2.53 0.05 0.05 0.08 0.02 0.014 0.027
35 0.54 0.93 1.50 0.02 0.03 0.05 0.01 0.012 0.022
50 0.34 0.80 1.29 0.009 0.02 0.04 0.004 0.011 0.020
100 0.29 1.12 1.23 0.008 0.03 0.04 0.005 0.022 0.024

TABLE III. 90% C.L limits on the spin-independent and spin-dependent dark matter-proton cross-section for DM annihilation
to bb̄ (left), ⌧+⌧� (center) and ⌫⌫̄. The expected sensitivity from an ensemble of background-only observations is also shown
under �Exp.

SD [cm2] for each channel and DM mass.

bb̄ ⌧ ⌧̄ ⌫⌫̄
Mass (GeV) �ann [s�1] ⇥1023 �ann [s�1] ⇥1023 �ann [s�1] ⇥1023

5 139 9.55
10 396 7.0 1.37
20 2.97 0.97 0.27
35 7.41 0.22 0.09
50 3.51 0.096 0.05
100 1.39 0.038 0.027

TABLE IV. 90% C.L limits on annihilation rate for DM annihilation to bb̄ (left), ⌧+⌧� (center) and ⌫⌫̄.

FIG. 2. 90% upper limits (solid lines) and expected sensitivity (dotted) on the spin-dependent cross-section as a function of
WIMP mass obtained by 7 years of IceCube DeepCore data in this work. We validated the analysis up to 500 GeV and 300
GeV for bb̄ and ⌧+⌧� but only show up to 100 GeV in the tables for consistency.The dark and light shaded bands show the
central 68% and 95% expected limits respectively. Also shown are limits from the Super-K [33], PICO-60 [50] and ANTARES
[51] experiments.

scattering cross-section, we repeat all the analysis steps on several simulated datasets. Each simulation was pro-

Searches for DM annihilation in the Sun

★ WIMPs get trapped in the Sun’s 
gravitational potential and annihilate

✦ Resulting primary or secondary 

neutrinos escape


★ IceCube 7 years

✦ Most sensitive search for spin-

dependent cross section for                 
m~ O(10GeV)
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Γcap = 2 Γann

Γcap ∝ σχp

Γann ∝ ϕν

(equilibrium)
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Program

★ Intro: what is dark matter and how we look for it


★ Indirect WIMP searches

✦ [Charged] cosmic rays


✦ Gamma rays


✦ Neutrinos


★ Axion-like particles
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Axion and axion-like particle
★ Axion: Hypothetical spin-0 boson 

produced by spontaneous breaking 
of new symmetry introduced in the 
QCD Lagrangian to solve the 
“strong CP problem”

✦ 2-photon vertex with weak coupling, 

proportional to their mass


★ Generalized to Axion-like particles 
(ALPs): hypothetical spin-0 
particles with 2-photon vertex

✦ ALPs are very light and are not viable 

as thermal relic


✦ Produced as a zero-momentum Bose-
Einstein condensate when the 
temperature falls below the QCD 
scale → Cold dark matter!
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3 112. Axions and Other Similar Particles

E/N = 0 if the electric charge of the new heavy quark is taken to vanish. In general, a broad
range of E/N values is possible [29, 30], as indicated by the diagonal yellow band in Fig. 112.1.
However, this band still does not exhaust all the possibilities. In fact, there exist classes of QCD
axion models whose photon couplings populate the entire still allowed region above the yellow band
in Fig. 112.1, motivating axion search e�orts over a wide range of masses and couplings [31,32].

The two-photon decay width is

≈Aæ““ =
g

2
A““m

3
A

64 fi
= 1.1 ◊ 10≠24 s≠1

3
mA

eV

45
. (112.6)

The second expression uses Eq. (112.5) with E/N = 0. Axions decay faster than the age of the
universe if mA & 20 eV. The interaction with fermions f has derivative form and is invariant

Figure 112.1: Exclusion plot for ALPs as described in the text.

under a shift „A æ „A + „0 as behooves a NG boson,

LAff = Cf

2fA
Œ̄f “

µ
“5Œf ˆµ„A . (112.7)

Here, Œf is the fermion field, mf its mass, and Cf a model-dependent coe�cient. The dimensionless
combination gAff © Cf mf /fA plays the role of a Yukawa coupling and –Aff © g

2
Aff /4fi of a “fine-

structure constant.” The often-used pseudoscalar form LAff = ≠i (Cf mf /fA) Œ̄f “5Œf „A need not
be equivalent to the appropriate derivative structure, for example when two NG bosons are attached
to one fermion line as in axion emission by nucleon bremsstrahlung [33].

In the DFSZ model [26], the tree-level coupling coe�cient to electrons is [34]

Ce = sin2
—

3 , (112.8)

where tan — is the ratio of the vacuum expectation values of the two Higgs doublets giving masses
to the up- and down-type quarks, respectively: tan — = vu/vd.

6th December, 2019 11:47am

ALP DM

a𝛾

Primakoff effectB
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Gamma ray propagation with ALPs

38

Adapted from Biteau & Meyer [https://www.cta-observatory.org/what-propogation-of-energetic-light-can-tell-us/]

EBL
EBL+ALPs

https://www.cta-observatory.org/what-propogation-of-energetic-light-can-tell-us/
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Search for spectral irregularities
★ Observations:


✦ PKS2155-304 (13 h super flare with HESS) 


✦ NGC1275 (6 years with Fermi-LAT)


★ No preference for ALP hypothesis found in 
the data


★ Limits to irregularities translated into limits to 
ga𝛾 under certain assumption of B-fields
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is modeled with a logarithmic (log) parabola, FðEÞ ¼
NðE=E0Þ−½αþβ lnðE=E0Þ&, where E0 is fixed to 530 MeV [30].
Under the assumption that the profiled nuisance param-

eters do not change when considering each bin separately
[64], we extract the likelihood in each reconstructed energy
bin k0, Lðμik0 ; θijDik0Þ as a function of expected counts μik0
of NGC 1275, and observed counts Dik0 . For NGC 1275 a
power law with fixed spectral index Γ ¼ 2 is now assumed
in each bin. For each tested value of μik0 we reoptimize the
normalization of the spectrum of the radio galaxy IC 310,
which has an angular separation of ∼0.6° from NGC 1275.
Under the ALP hypothesis, characterized by Pγγ ≡

PγγðE;ma; gaγ;BjÞ for one random turbulent B-field reali-
zation Bj, the expected number of photons is calculated
through

μik0 ¼
X

k

Di
kk0

Z

ΔEk

dEPγγFðEÞEiðEÞ; ð2Þ

where the integration runs over the true energy bin ΔEk, Ei

is the exposure, and Di
kk0 is the energy dispersion for event

type EDISPi. Under the null hypothesis, Pγγ reduces to the
EBL attenuation. The parameters of the intrinsic source
spectrum FðEÞ, N, α, and β, are further nuisance param-
eters. For each tested ALP parameter and magnetic field,
we determine these parameters by profiling the joint
likelihood of all energy bins k0,

Liðμ; θjDÞ≡
Y

k0
Lðμik0 ; θijDik0Þ; ð3Þ

for each event type separately, using the precomputed
likelihood curves Lðμik0 ; θijDik0Þ. In this way, we treat
each event type selection as an independent measurement
[68]. The bin-by-bin likelihood curves for the EDISP3

event type are shown in Fig. 1 together with the best-fit
spectra.
We simulate NB ¼ 500 random realizations of the

turbulent field Bj, j ¼ 1;…; NB. The dependence of the
likelihood on the realizations is not easily parametrizable
and we cannot assume that the simulations map the space of
possible realizations. Therefore, instead of profiling, we
sort the B-field realizations for each tested (ma, gaγ) pair
by increasing values of the product over the likelihoods Li
and use the realization that corresponds to the QB ¼ 0.95
quantile of the likelihood distribution (profiling would
correspond to QB ¼ 1). We will denote this realization
as B95 and the corresponding expected counts with μ95.
Note that B95 might be different for different ALP
parameters, so that B95 ≡B95ðma; gaγÞ.
Similar to Ref. [69], we evaluate the ALP hypothesis

with a likelihood ratio test. The test statistic (TS) for the
ALP hypothesis is calculated from the joint likelihood of
all event types:

TS ¼ −2
X

i

ln
!
Liðμ0;

ˆ̂θjDÞ
Liðμ̂95; θ̂jDÞ

"
; ð4Þ

where μ0 are the expected counts for the null (no ALP)

hypothesis with maximized nuisance parameters ˆ̂θ≡ θ̂ðμ0Þ
and μ̂95 are the expected counts under the ALP hypothesis
that, together with θ̂, maximize the likelihoods of each
event type. We test ALP parameters on a logarithmic
(ma, gaγ) grid with (19 × 12) steps where 0.07 ≤ ma;neV ≤
100 and 0.1 ≤ g11 ≤ 7. The mass range is chosen such that
Ecrit falls into the analyzed energy range whereas the
maximum coupling is motivated by the bound found in
Ref. [55]. For the lower bound, the amplitude of the
irregularities is too small to be detectable.
In order to convert the TS value into a significance,

we need to know the underlying probability distribution.
We derive the null distribution from Monte Carlo simu-
lations and from it the threshold TS value, TSthr, for which
we can reject the null hypothesis (see the Supplemental
Material for details [37]). For a rejection of the no-ALP
hypothesis at a 3σ (global) significance level, we find
that TS > TSthr ¼ 33.1.
Results.—The best-fit ALP parameters are found at

mneV ¼ 44.6 and g11 ¼ 4.76 with TS ¼ 10.40 < TSthr,
and hence the best fit with ALPs is not significantly
preferred over the null hypothesis. We set upper limits
by stepping over the ALP parameters and calculating the
difference λðma; gaγÞ between the log-likelihood values for
each pair ma, gaγ and the best fit. ALP parameters are
excluded with 95% confidence if λ > λthr ¼ 22.8. The
threshold value λthr is calculated under the assumption that
the probability distribution of the alternative hypothesis
follows the null distribution. We have tested this
assumption with simulations and found that this choice

FIG. 1. The likelihood curves (shown in color) for the EDISP3
event type. Δ lnL ¼ 0 corresponds to the maximum likelihood in
each bin (black points). The error bars indicate an increase of the
likelihood by 2Δ lnL ¼ 1. The best-fit spectrum of the joint
likelihood without an ALP (with an ALP with mneV ¼ 1.2 and
g11 ¼ 1) is shown as a light (dark) red solid line.

PRL 116, 161101 (2016) P HY S I CA L R EV I EW LE T T ER S
week ending

22 APRIL 2016

161101-4

PKS 2155-304 

results in overcoverage for ALP parameters causing the
strongest irregularities, thus yielding conservative limits.
The excluded parameter space is shown in the left-hand

panel of Fig. 2 (black shaded region). Photon-ALP
couplings are ruled out between 0.5≲ g11 ≲ 3 for
0.5≲ma;neV ≲ 5 and g11 ≳ 1 for 5≲ma;neV ≲ 10. At high
masses, the limits run almost parallel to the lines of constant
Ecrit (shown as dotted lines for BμG ¼ 10). For lower
masses, ALP couplings along the Ecrit ¼ 1 GeV line with
1.3≲ g11 ≲ 4 are not excluded. Around this “holelike”
feature, Pγγ exhibits rapid fluctuations for almost the entire
Fermi-LAT energy range. Given the Poisson noise in the
data, these ALP parameters cannot be excluded. We stress
that the fit with ALPs is not preferred over the null
hypothesis. For masses below ma;neV ¼ 0.5, irregularities
still enter the Fermi-LAT energy range, allowing us to
exclude ALP parameters.
The observed limits agree well with the expected

exclusion region derived from Monte Carlo simulations
(shaded regions). The “hole” feature is not visible in the
expected limits but occurs in certain Monte Carlo realiza-
tions (an example is given in the Supplemental Material
[37]). In 5% of the simulations (yellow shaded region),
ALP parameters are excluded for which the
Ecrit > 100 GeV. This is expected since we have derived
λthr from the null distribution where for 5% of the
simulations one finds TS > λthr. The parameters for which
we could detect an ALP signal at a 2σ level agree well
with the observed limits (gray hatched region; see the
Supplemental Material for details [37]).
The results are subject to systematic uncertainties related

to the analysis and magnetic-field parameters. Concerning
the analysis, changing the energy dispersion has the
strongest effect on the limits. If we conservatively broaden

the energy dispersion by 20%, the area of the tested ALP
parameter grid with λ > 22.8 decreases by 25%. All other
tested effects related to the analysis change the limits at
most by ∼4%. Concerning the choice of B-field parameters,
neither the strength, the power spectrum, nor the depend-
ence on the electron density of the magnetic field are well
established for Perseus. Therefore, the full analysis is
repeated for a magnetic-field strength of σB ¼ 20μG, for
a Kolmogorov-type turbulence spectrum, q ¼ −11=3 (as
found in the cool-core cluster Hydra A [62]), and by
conservatively assuming that the magnetic field is zero
beyond rmax ¼ 100 kpc. Increasing σB increases the
excluded area by 43%. In comparison, the other tested
parameters have a subdominant effect of maximally 16%.
The dependence of the limits on the particular choice of the
EBL model is negligible due to the relative proximity of
NGC 1275 (z ¼ 0.017559). The absorption is maximally
∼8% at 500 GeV with significantly smaller relative
differences for a number of EBL models [54,71–75]. We
provide a comprehensive summary of all tested systematic
uncertainties in the Supplemental Material [37].
The limits derived in this work are compared to

other limits and sensitivities of future experiments in
Fig. 2 (right). Our results give the strongest constraints
to date for 0.5≲ma;neV ≲ 20 and surpass the expected
limits for the planned ALPS II experiment [76] in that
range. They are only a factor of ∼2 below the exclusion
prospects of the planned IAXO experiment [77]. We note
that the systematic uncertainties of the future experiments
are likely to be smaller than the ones that apply to the
present analysis. In conjunction with other limits taken at
face value [29,56,69], the parameter space where ALPs
could explain hints for a lower γ-ray opacity compared to
EBL-model predictions (light blue region) [25] is now

FIG. 2. Left: Observed and expected 95% confidence limits on the ALP parameters from 400 Monte Carlo simulations. Dotted lines
correspond to constant critical energies. The hatched gray region shows the parameters where ALPs are detectable at the 2σ confidence
level (median sensitivity). Right: Comparison of Fermi-LAT limits with other works. Other limits are shown in red, expected
sensitivities in green. The parameter space where ALPs could explain a low γ-ray opacity is shown in blue. ALPs below the N θ1 ¼ 1
line could account for all the DM. The QCD axion is shown as a gray shaded band and solid black line. See, e.g., Ref. [70] and references
therein.
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Search for high energy boost in flux
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Biteau & Williams, ApJ 812:  No evidence of flux boost in a 
larger compilation of HE+VHE spectra  (106 blazars) 
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Correlation with magnetic fields

41

•  Assuming conversions only at the sources and in our galaxy

•  Simple approach: compare HE (Fermi) and VHE photon indices, look for 
autocorrelations among sources. No correlation seen even assuming gaϒ 
close to CAST limit

Pa⟶ϒ in the MW magnetic field 

Example for g11 = 5 (close to CAST limit) 
P=0.8 for no-autocorrelation hypothesis  

Wouters & Brun JCAP 01 (2014)
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Conclusions
★ Indirect WIMP searches look for spectral and/or morphological anomalies in cosmic-

ray, gamma-ray and neutrinos extra-terrestrial fluxes

✦ All possible messengers, signatures and sources explored


✦ Results by Pamela, AMS-02, CALET, DAMPE, Fermi-LAT, MAGIC, VERITAS, HESS, HAWC, 
ANTARES, IceCube have been presented


★ A few hints:

✦ Anti-proton flux


✦ Positron excess


✦ Galactic center gamma-ray excess


✦ All have plausible DM and astrophysical explanations


★ WIMP limits start excluding the ~O(10 GeV) mass range


★ Increasing activity in search for axion-like particles


★ Next generation of instruments: HERD, GAPS, CTA, LHAASO, SWGO, Km3NeT,… 
will continue the search


★ Checkout parallel session Thursday 17:30-18:30 for more details
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