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• LST-1: the first CTAO prototype 
• LST-1 view on variable Galactic sources 

• Pulsars: Crab, Geminga 
• mangetars: SGR 1035 
• Novae: RS Oph, T CrB 
• SNe explosions 

• Perspectives 
• MAGIC + LST-1 
• LST array
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CTA LST Collaboration
cherenkov 
telescope 
array

• The CTA LST Collaboration consists of 
250+ scientists from 12 countries 

• Learn more at : https://www.cta-
observatory.org/project/technology/
lst/ 

• Learn more at : https://
www.lst1.iac.es/collaboration.html

2

CTA LST Collaboration
cherenkov 
telescope 
array

• The CTA LST Collaboration consists of 
250+ scientists from 12 countries 

• Learn more at : https://www.cta-
observatory.org/project/technology/
lst/ 

• Learn more at : https://
www.lst1.iac.es/collaboration.html

2

CTA LST Collaboration
cherenkov 
telescope 
array

• The CTA LST Collaboration consists of 
250+ scientists from 12 countries 

• Learn more at : https://www.cta-
observatory.org/project/technology/
lst/ 

• Learn more at : https://
www.lst1.iac.es/collaboration.html

2

A.Fiasson - LST Project Status - Rencontres de Moriond 2024

The Large-Sized Telescope Collaboration

~ 300 scientists in 11 countries
Development and building of
- 4 LSTs on CTA North site
- 2+ LSTs on CTA South site
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The Large-Sized Telescope Collaboration

• > 330 scientists in 11 countries  

• Development and building of  
-  4 LSTs on CTA North site  
-  2+ LSTs on CTA South site  

• Learn more: 
https://www.cta-observatory.org/
project/technology/lst/
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The LST-1 Prototype

A.Fiasson - LST Project Status - Rencontres de Moriond 2024

The Large-Sized Telescope of CTA

Structure:
- Alt-Azimuth mount 
- Tubular structure in CFRP, steel and 

aluminium
- Maximum time for repositioning 30 s

Optics:
- Parabolic dish - diameter 23 m
- Focal length 28 m
- Effective area 370 m2

Camera:
- Field of view 4.3°
- 1855 pixels (Pixel size 0.1°)
- Photomultiplier Tubes
- Signal sampling rate 1 GHz

5

• LST-1 inaugurated in October 2018 
• Until ~mid 2022 mostly in 

commissioning phase, with some 
slowing down: COVID-19 (2020), 
Volcano eruption (2021) 

• Regular Observations Cycles starting 
on 2023, Now in Cycle 3 

• >2400 h of observations 
(commissioning/science) taken from 
Jan. 2020 - June 2024)

Credit: Otger Ballester, IFAE Credit: EELabs/sky-live.tv
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• Low Eth (down to ~20 GeV) 
• Large eff. area at multi-GeV range  

( ~ 104 x Fermi-LAT @ ~ minutes 
timescales) 

• Fast slewing capabilities (~20 s/
180 in azimuth; weight ~100 tons) 

Alessandro Carosi TeVPA 2023 - 2023/09/15

SST ⌀4 m

The LST-1 Prototype

❏ Low energy threshold (down to ~20 GeV)
❏ Large effective area at multi-GeV range

          ( ~ 104 x Fermi-LAT @ ~ some mins. timescale)
❏ Fast slewing capabilities (~20 s/1800 in azimuth)

LST “sweet range” 
(CTA sensitivity dominated by LSTs)

GRB, GWs….

~104

- Camera: 1855 PMTs, FoV ~ 4.3°
- Parabolic mirror: 23 m, ~400 m²
- Focal length: 28 m
- Moving weight: ~100 tons

•  Alt-Azimuth mount, with a parabolic 
mirror of 23m diameter

• Camera:1855 PMTs, wide FoV ~ 4.3° 
• Focal length: 28 m, Eff. Area ~370 m2

The LST-1 Prototype

The MAGIC sensitivity (Aleksić et al. 2016) is also shown
for comparison in Figure 15: as expected, despite the larger
mirror area of LST-1 compared to that of the MAGIC
telescopes, the advantages of stereoscopic reconstruction can

be clearly seen in the plot. Above 100 GeV, MAGIC has a
factor ∼1.5 better sensitivity on average. At lower energies, the
difference actually increases, despite the lower LST-1 thresh-
old. The smallest difference is seen at the highest energies, a
result of the much larger field of view of LST-1, which
provides larger reach in impact parameter.

6.2. Crab Nebula Spectrum and Light Curve

Aside from the metrics presented in previous sections, we
assess the performance of the telescope by extracting the SED
and light curve of the gamma-ray emission from the Crab
Nebula, known to be stable in the VHE band, and comparing
them with previous measurements reported by other instru-
ments. DL3 data, containing gamma-like event candidates and
the IRFs, are further processed using Gammapy v0.20 (Donath
et al. 2022) to produce these high-level results for the two
analysis approaches mentioned above. The LST-1 SEDs also
include a small contribution from the pulsar at the lowest
energies (estimated from Ansoldi et al. 2016 to be ;10% and
2% of the total flux at 30 and 100 GeV, respectively), which is
smaller than the total uncertainty and has not been subtracted in
this analysis.
The event selection starts with an image intensity cut of >80

p.e. for the analysis of the entire data set (relaxed to >50 p.e.
for the separate analysis of the post-2021 August subset), as
explained in Section 4. The gamma-ray candidates are then
chosen by applying energy-dependent gammaness and angular

Figure 14. Distribution of several image parameters for events in the intensity range 800–3200 p.e., gamma MC simulations vs. Crab Nebula excess events. The sharp
peak at 0 in the time gradient distribution of the background (bottom-right panel) is mostly due to events dominated by single muons. In the bottom plots, the sign of
the skewness and time gradient parameters is defined relative to the true source position, to show the asymmetry that allows us to determine the head-tail orientation of
the shower images.

Figure 15. Differential sensitivity for source-dependent and source-indepen-
dent analyses, vs. reconstructed energy, with and without including the
condition that the signal-to-background ratio has to be at least 5%. The MAGIC
reference is taken from Aleksić et al. (2016).

17

The Astrophysical Journal, 956:80 (25pp), 2023 October 20 Abe et al.

  

reconstruction, especially in the low-energy range. To improve
the monoscopic analysis performance, an a priori assumption
of the gamma-ray source position may be advantageous. In the
case of a single pointlike gamma-ray source in the telescope
field of view, all gamma rays are expected to arrive from the
same direction. A powerful parameter used in the source-
dependent analysis is dist (see Figure 3), which is the distance
between the known source position and the centroid of the
shower images. Since dist correlates with the shower impact
parameter inside the light pool (Aliu et al. 2009), it improves
the energy reconstruction performance.

For source-dependent analysis, the signs of skewness and
time_gradient are redefined based on the known source
position, and the parameters are renamed skewness_from_-
source, time_gradient_from_source. Those source-dependent
parameters including dist are used as input parameters of the
random forest training. For proton MC, we use a single fixed
point 0°.4 away from the camera center to compute the source-
dependent parameters. Thus, the image centroid coordinates (x,
y) are removed as training input parameters for source-
dependent analysis to avoid bias.

For the particle classification, two extra parameters (reco_-
disp_norm_diff and reco_disp_sign_correctness) are intro-
duced based on the comparison between the direction

reconstruction and the known source position. The former is
the absolute value of the difference between reco_disp_norm
and dist, and the latter is the estimated probability (see the
Appendix A.1) that the known source position is the correct
one for the given image. Both are measures of how consistent
the result of the disp method is with the known position of the
source. The input parameters used for the source-dependent
analysis are also shown in the bottom panel of Figure 5. It can
be seen that the four most relevant parameters for image
classification use the knowledge of the source position.
In addition to including the additional parameters, in the

random forest training we only use gamma-ray simulation
events with incident direction within 1°.0 of the telescope
pointing (a compromise between keeping good training
statistics while excluding events with significantly larger off-
axis angles than the Crab has in the real observations).
To compute the excess counts, the alpha angle (the angle

between shower axis and the line between the known source
position and the image centroid, see Figure 3) is used instead
of θ for the source-dependent analysis. The IRFs for source-
dependent analysis are presented in Figure 8, again for
several gamma-ray efficiencies and zenith angles. In this
case, the angular resolution cannot be computed because the
direction of gamma-ray events is assumed to be known. The

Figure 7. IRFs as a function of the true energy. Left panels: fixed zenith = 10° and several gamma-ray efficiencies; right panels: fixed gamma-ray efficiency = 70%
for several zenith angles. Top panels: the angular resolution; middle panels: the effective area; bottom panels: the energy resolution and bias. Angular and energy
resolution are best at intermediate energies, worsening toward high energies due to the truncation of the large-impact shower images, and toward low energies due to
the less precise reconstruction of small and dim showers. The performances of MAGIC extracted from Aleksić et al. (2016) are shown for comparison.
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MAGIC stereo  
~1.5 x better  
sensitivity

Abe et al. 2023a
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The LST-1 Performance

• “LST-1 performance paper” (Abe et al. 2023): Crab Nebula observations (~34h) taken 
during commissioning phase to evaluate LST-1 performance  

• Angular resolution: 0°.12–0°.40, E-resolution: 15%–50%. Flux sensitivity around 1.1% 
of the Crab Nebula flux at E > 250 GeV (50h obs; 12% for 30min) 

• Able to measure the nebula SED down to 30 GeV. Systematics from bkg begin to 
dominate below 50 GeV 

cuts that keep a given percentage of the MC gamma-ray events
in each bin of reconstructed energy.As baseline settings, we
decided to use 70% efficiency for both the gammaness and the
θ cuts. Additionally, we set maximum values 0.95 for the
gammaness cut and 0°.32 for the θ cut.

Since the data set fully consists of observations performed in
wobble mode, we can estimate the residual background in the
signal region by using the event count in a control off-source
sky region within the field of view, as explained in Section 5.

We then perform a forward-folding likelihood fit in the
energy range 50 GeV–30 TeV for straightforward comparison
with the MAGIC reference (Aleksić et al. 2015) assuming a
log-parabola spectral shape for the differential energy spec-
trum:

f = a b- - - - -d dE f E E cm s TeV , 1E E
0 0

log 2 1 10· ( ) [ ] ( )· ( )

where E0= 400 GeV was chosen close to the decorrelation
energy (energy at which the normalization of the spectrum, f0,
is least correlated with the other spectral parameters), and log is
the natural logarithm. The best-fit model for the entire data set
is shown in the left panel of Figure 16, and the resulting
spectral parameters are listed in Table 1. Additionally, using
the Gammapy utility FluxPointsEstimator, we display
the flux points calculated based on this spectral model
considering eight bins per decade logarithmically spaced. The
procedure followed to obtain the flux normalization in each
energy bin is described in Acero et al. (2015). Since the fitting
range of the model starts at 50 GeV, lower-energy flux points
up to 1 TeV are instead computed taking into account the joint
model fit of the Fermi-LAT and LST-1 data sets (see
description below).

In order to check that the SED model does not significantly
change with the applied gamma-ray efficiencies, we obtained

the SED for different combinations of gammaness and θ
selection cuts, with (40, 70, 90)% gamma-efficiency for
gammaness and (70, 90)% in the case of θ. Tighter θ cuts are
not advisable, given the discrepancies shown in Figure 11. The
envelope of the resulting SEDs is shown as the hatched area in
Figure 16. This area provides us with a rough estimate of the
systematic uncertainty we may have from mismatches between
the actual telescope performance and the MC simulation (in
case of a significant mismatch, tighter signal selection cuts
always result in underestimated fluxes).
In view of the behavior of the low-energy spectral points,

which lie significantly above the best-fit SED, we also
evaluated the effect of a possible systematic error in the
background estimation. The baseline assumption in the analysis
is that the signal and the control regions have identical
acceptance, and hence the event count in the latter is an
unbiased estimate of the number of background events in the
former. The open markers in Figure 16 show how the spectral
points would change when the background estimate is
increased by 1%. Such a small increase in the background,
which only affects the lowest-energy part of the SED, is
enough to bring the anomalous spectral points well below the
best-fit SED and the Fermi-LAT measurements in the same
energy range. This test highlights the limited background
suppression capabilities of a single IACT near its threshold,
resulting in gamma-ray excesses of only a few percent of the
residual background, even for a source as bright as the Crab
Nebula. Note that the large effect in the SED below 100 GeV of
the 1% background modification actually hints at a smaller
background systematic error, if we take the Fermi-LAT points
as a reference. As a further check, we also compared the
background rate after cuts in two off-source regions at the same
distance from the center of the field of view (0°.4), and
equidistant from the Crab, and we obtain a difference between

Figure 16. SED of the Crab Nebula for the entire LST-1 data set obtained with the source-independent analysis (left panel) and source-dependent analysis (right
panel). Flux points (black circles) and best-fit model (solid blue line) correspond to the data set with a cut in image intensity > 80 p.e., and energy-dependent
gammaness and θ/alpha (source-independent/source-dependent) selection cuts with 70% gamma-ray efficiency. The solid error band illustrates the statistical
uncertainty of the fit. Open markers represent the effect of increasing the background normalization by 1%, to show that even such a small systematic error can have a
large effect, well beyond the statistical uncertainty, on the flux at the lowest energies. The joint fit of the Fermi-LAT and LST-1 spectra is represented by the dotted
line (accompanied by its statistical uncertainty band). The SED model obtained with the source-independent analysis is also shown for comparison in the right panel
(red dotted–dashed line).
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effects, and displayed it in Figure 18 for both analysis
approaches. We assume a log-parabola spectral model with
the corresponding best-fit parameters indicated in Table 1. Flux
points are fitted to a constant value of
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for the source-dependent analysis. Both results are, at face
value, strongly incompatible with the (presumably) steady
VHE flux of the nebula. However, only statistical uncertainties
are considered—and from the tests performed with spectra
(varying cut efficiencies and background normalization), it is
clear that the total uncertainty must be significantly larger.

In order to obtain a light curve “fully compatible” with a
steady flux (p-value ;0.5), we have to assume, for the source-
independent analysis, an additional systematic uncertainty of
6% on the nightly flux values, added in quadrature to the
statistical uncertainty (see Figure 18). In the case of the source-
dependent analysis, the value is 7%. This level of systematics
seems plausible, considering that no run-wise or night-wise
IRFs (to account for variable observation conditions or
telescope performance) have been used in the calculations.
Obviously, these estimates, computed under the assumption
that the Crab Nebula flux is constant at these energies, do not
tell us anything about a possible overall systematic error
affecting all nights in the sample.

6.3. Crab Pulsar Phaseogram

The observations of the Crab Nebula have as byproduct
another low-energy source that can be used to study its
performance. The Crab pulsar (PSR J0534+220) is a young

neutron star with a rotational period of 33 ms created after the
supernova explosion SN1054. It has the second-highest spin-
down power known ( =E 4.6� ×1038 erg s−1). It was first
detected at VHE gamma rays by MAGIC (Aliu et al. 2008), and
over the years its spectrum was extended up to teraelectronvolt
energies (VERITAS Collaboration et al. 2011; Aleksić et al.
2012; Ansoldi et al. 2016). The data set used to search for
pulsations is the same as in the rest of this article. The Crab
pulsar phases definition is taken from Aleksić et al. (2012). Both
P1 and P2 peaks are significantly detected as it can be seen in
Figure 19, produced with the source-dependent analysis and
fixed cuts (gammaness > 0.6, α< 12° ). Calculation of the
pulsar spectrum will require a more detailed treatment of the
runs with nonstandard trigger threshold settings, and is a work in
progress that will be the subject of a future publication.

7. Summary and Conclusions

We presented in this paper the observations of the Crab
Nebula with the CTA LST-1 telescope performed during its
commissioning period, and used them to evaluate the
instrument performance in single-telescope mode.
The optical efficiency of the system, as determined with

muon rings, is stable within ± 5% in the ;1.5 yr span of the
data set shown in this paper. The trigger threshold, on the other
hand, was not fully stable through this period, and is on
average a little higher than its design value (reached only in
2021 August). The trigger threshold for the current configura-
tion is 20 GeV, which increases to ;30 GeV after analysis cuts.
The standard source-independent analysis can reach an

angular resolution better than 0°.12 for E> 1 TeV using hard
cuts (low efficiency). For the baseline cuts (70% efficiency)
used to derive the spectra and light curves presented in this
paper, the angular resolution is ;0°.17 for E> 1 TeV and
;0°.34 at E= 100 GeV. The energy resolution reaches the level
of 20% for E> 1 TeV, and 35% at E= 100 GeV for low-zenith

Figure 18. Crab Nebula light curve with 1 day bins above 100 GeV for source-independent (left) and source-dependent analyses (right). The dashed–dotted line is the
best fit to a constant flux. We also indicate the integral flux in the same energy range calculated from the log-parabola model reported in Aleksić et al. (2015) with a
dashed line. The black error bars correspond to the statistical errors. The gray bars include the systematic uncertainties (added in quadratic sum) assuming they are 6%
and 7% of the flux values for source-independent and source-dependent analysis, respectively.
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The LST-1 view on Variable Galactic sources
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Pulsars at VHEs wit the LST-1

• About 330 PSRs detected with Fermi-LAT,  
spectra displaying a characteristic PL + Exp. 
cutoff at a few GeV 

• 5 PSRs detected so far with IACTs: 
The Crab (MAGIC, VERITAS), Vela (H.E.S.S.), 
Geminga (MAGIC), and PSR B1706 (4.7-sigma, 
H.E.S.S.). Also detection of PSR J1509-5850 
recently claimed (H.E.S.S.) 

• IACT’s PSR spectra show a spectral tail 
extending up to 100 x GeV’s and even to the 
TeV regime (Crab, Vela). Origin of VHEs in 
PSRs is still not clear (e.g “polar cap”, “slot 
gap”or “outer gap” models) 

• Are these 5 systems “unique”, or there is a 
whole TeV PSR population to be detected?

High Energy Pulsars

2

● ~ Almost 300 pulsars have been detected by 
Fermi-LAT 

Second Fermi Large Area Telescope 
catalog of gamma-ray pulsars

● Their spectra usually follow a power law (PL) with 
exponential cutoff at a few GeV.         

● But some of them deviate from the exp.-cutoffs, 
showing a PL spectral tail that extends up to 
hundreds of GeV (and even up to TeV)!

Particle acceleration and models of 
emission at VHE are still not clear

Credit: Alice K. Harding 

MSPs, thought to be spun up to rapid periods via accretion
from a companion (Alpar et al. 1982), although, e.g., the
accretion-induced collapse of white dwarfs might also create
MSPs (Gautam et al. 2022a).

All known gamma-ray pulsars are rotation-powered pulsars
(RPPs): LAT has not yet detected accretion-powered pulsars nor
the magnetars that populate the upper-right portion of the PP�
plane, for which the dominant energy source is magnetic field
decay (Parent et al. 2011). An interesting exception is an LAT
detection of a few photons for a few minutes from an
extragalactic magnetar giant flare (Ajello et al. 2021a). The
locations of all 294 gamma-ray pulsars on the sky are shown in
Figure 3. The PP� diagram shows diagonal lines of constant E� ,
τc, and BS derived from the timing information as follows.
For an orthogonal rotator, the magnetic field on the neutron
star surface at the magnetic equator (the rotation pole)

is p= ´B I c PP R PP1.5 2 3.2 10 GS 0
3 1 2

NS
3 19( ) ( )� � � . The

“characteristic age” t = P P2c ( )� assumes that magnetic dipole
braking is the only energy-loss mechanism, that the magnetic
moment and inclination do not change, and that the initial spin
period was much less than the current period. τc thus
approximates true age well for some young pulsars, and poorly
for MSPs. We set the neutron star radius to RNS= 10 km, and c
is the speed of light in a vacuum.
The fourth Fermi-LAT source catalog (Abdollahi et al.

2020), and specifically Data Release 3 (DR3; Abdollahi et al.
2022, hereafter 4FGL)110 characterizes 6658 point and
extended sources using 12 yr of LAT data. Half of the sources
are various blazar classes of active galactic nuclei, but a third

Figure 2. Pulsar spindown rate, P� , vs. the rotation period P. Green dots indicate young, radio-loud (RL) gamma-ray pulsars and blue squares show “radio-quiet” (RQ)
pulsars, defined as S1400 < 30 μJy, where S1400 is the radio flux density at 1400 MHz. Red triangles are millisecond gamma-ray pulsars. Black dots indicate pulsars
phase-folded in gamma-rays without significant pulsations. Phase-folding was not done for pulsars shown by gray dots. Orange triangles are radio MSPs discovered at
the positions of previously unassociated LAT sources, hidden by red triangles when gamma pulsations were subsequently found. The rest are listed in Table 6, and
plotted with = ´ -P 5 10 22� when P� is unavailable. The solid black diagonal is the radio deathline of Equation (4) of Zhang et al. (2000). Shklovskii corrections to P�
have been applied only to gamma-ray MSPs with measured proper motion (see Section 4.3).

Figure 3. Pulsar sky map in Galactic coordinates (Hammer projection). Symbols are the same as in Figure 2.

110 https://fermi.gsfc.nasa.gov/ssc/data/access/lat/12yr_catalog
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3rd Fermi-LAT PSR catalogue

Smith et al. 2023
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Pulsars at VHEs wit the LST-1

• Observed during LST-1 commissioning (Sep. 2020 - Jan. 2023)  
• Time after quality cuts: ~103h for Zd < 50deg 

LST-1 observations of the Crab

Crab Pulsar results: Phaseogram

11

Zd < 50 deg

P1 + P2 detected at >15σ in 100h 
Similar to MAGIC Sumtrigger-II but with only one telescope!

Ceribella, Giovanni et al. PoS 
ICRC2019 (2021) 645. 

Abe et al. 2024
� /299



Pulsars at VHEs wit the LST-1

LST-1 observations of the Crab + 14 yrs Fermi-LAT

Abe et al. 2024

• Peak location does not change significantly 
with increasing energy (20 - 700 GeVs) 

• P1/P2 ratio declines up to 100 GeV, remains 
constant (P1/P2 ~0.5) at > 100 GeV 

Abe, K., et al.: A&A, 690, A167 (2024)

Fig. 4. Evolution of the peak width as a function of the energy from
100 MeV to 200 GeV using Fermi/LAT and LST-1 data. The fit of the
LST-1 data was not successful above 200 GeV due to the lack of statis-
tics.

2021), was already found in other studies (Aleksić et al. 2012).
The LST-1 measurement in Fig. 4 was fitted to a linear model
(FWHM=m · log(E)+n) above 20 GeV, finding that for P2 the
best fit has a slope of mP2 = 0.041± 0.009 and shows a pvalue =
0.65. For P1 the fitted model to the LST-1 data shows a slope of
mP1 = 0.016± 0.013. Although for this model pvalue = 0.31, the
large statistical uncertainties of the LST-1 points make it di�-
cult to conclude a significant variation of the width of P1 above
20 GeV.

The Fermi/LAT data were also divided into energy bins
and the phaseogram was fitted to the same model as for the
LST-1 data. Representing the width of the peaks as a func-
tion of energy from MeV to GeV (Fig. 4) one can see a soft
transition between Fermi/LAT and LST-1 data. For both peaks,
the width above 20 GeV is lower than at 200 MeV as seen in
other works (Aliu et al. 2011; Aleksić et al. 2012). Since the
energy reconstruction is di↵erent for the two instruments, a
systematic error exists (see Sect. 3.1), although a direct quan-
tification of them is di�cult due to a lack of theoretical pre-
diction for the full width at half maximum (FWHM) of the
peaks. However, Fermi/LAT and LST-1 results in Fig. 3 are
compatible in their overlapping energy region for P2. For
P1, the FWHM points of both instruments are at a simi-
lar level and to make them fully compatible we would only
need to add a <⇠20% systematic error between the two
instruments.

4.1.3. P1/P2 ratio

As seen in Fig. 3, the intensity and significance of P1 is higher
in the lowest-energy bin, below 30 GeV. In the rest of the bins,
P2 appears stronger than P1. To study this trend, the LST-1 dif-
ferential ratio of P1/P2 was determined as well from the excess
counts in each reconstructed energy bin. The same ratio was
computed with the Fermi/LAT sample in 13 energy bins to plot

Fig. 5. Evolution of the P1/P2 ratio as a function of the energy from
100 MeV to 400 GeV using Fermi/LAT and LST-1 data. The fit of the
LST-1 data was not successful above 400 GeV due to the lack of statis-
tics for P1.

the energy evolution of the di↵erential ratio. As a result, we
covered the energy range from 100 MeV up to 400 GeV using
both instruments. The result is depicted in Fig. 5. One can see a
fast decrease in the ratio from MeV down to ⇠0.5 at ⇠200 GeV.
This trend was already found in other works (Aliu et al. 2011;
Aleksić et al. 2012; Mirzoyan et al. 2022). The P1/P2 ratio
achieves 1 at Eeq ⇡ 30 GeV. The overall LST-1 ratio, integrated
over the entire energy range, is P1/P2= 0.84± 0.11. The LST-
1 points show lower statistical errors than the Fermi/LAT ones,
indicating that the LST-1 can provide more accurate results
above 20 GeV even with only 100 hours.

The P1/P2 ratio points of LST-1 derived in Fig. 5 are rep-
resented in reconstructed energy. Near the threshold of the
LST-1 the reconstructed energy of the events is systemati-
cally greater than the true one. This introduces a system-
atic error, as mentioned in Sect. 3.1. The maximum system-
atic error in the di↵erential P1/P2 computation at low energies
due to the energy dispersion of our system is ⇠20% as esti-
mated from a set of MC simulations with a similar zenith dis-
tribution as our data. For the integral ratio, the maximum of
this systematic error drops to ⇠12%. Thus, the LST-1 P1/P2
ratios in each reconstructed energy container are therefore over-
estimated with respect to those of Fermi/LAT by at most
that 20%.

4.1.4. Source-dependent versus source-independent

Apart from the source-dependent phaseogram shown in Fig. 1,
a source-independent one (i.e., excluding source-dependent
parameters in the RF training) was computed to compare the per-
formance of the two methods. The analysis chain was similar to
the one used for the source-dependent case but changing the MC
e�ciency to 91% to have a similar background rate in the two
approaches. In particular, for this e�ciency, we get a di↵erence
in background level <1%. The results are shown in Table 2. The
source-dependent analysis shows better performance for study-
ing the pulsed emission, with a di↵erence of 1.5� in P1 and 2.7�
in P2.

The results described in Abe et al. (2023b) show that the
sensitivity curves below 100 GeV are similar for both source-
dependent and source-independent analysis. The di↵erence
found in the Crab pulsar analysis indicates that the source-
dependent approach improves the sensitivity at the lowest true
energies, near the threshold of the telescope, where the signal of
the pulsar is more intense and the background estimation in the
Crab Nebula is more uncertain.
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Fig. 4. Evolution of the peak width as a function of the energy from
100 MeV to 200 GeV using Fermi/LAT and LST-1 data. The fit of the
LST-1 data was not successful above 200 GeV due to the lack of statis-
tics.
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0.65. For P1 the fitted model to the LST-1 data shows a slope of
mP1 = 0.016± 0.013. Although for this model pvalue = 0.31, the
large statistical uncertainties of the LST-1 points make it di�-
cult to conclude a significant variation of the width of P1 above
20 GeV.

The Fermi/LAT data were also divided into energy bins
and the phaseogram was fitted to the same model as for the
LST-1 data. Representing the width of the peaks as a func-
tion of energy from MeV to GeV (Fig. 4) one can see a soft
transition between Fermi/LAT and LST-1 data. For both peaks,
the width above 20 GeV is lower than at 200 MeV as seen in
other works (Aliu et al. 2011; Aleksić et al. 2012). Since the
energy reconstruction is di↵erent for the two instruments, a
systematic error exists (see Sect. 3.1), although a direct quan-
tification of them is di�cult due to a lack of theoretical pre-
diction for the full width at half maximum (FWHM) of the
peaks. However, Fermi/LAT and LST-1 results in Fig. 3 are
compatible in their overlapping energy region for P2. For
P1, the FWHM points of both instruments are at a simi-
lar level and to make them fully compatible we would only
need to add a <⇠20% systematic error between the two
instruments.
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As seen in Fig. 3, the intensity and significance of P1 is higher
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counts in each reconstructed energy bin. The same ratio was
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that 20%.

4.1.4. Source-dependent versus source-independent
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the one used for the source-dependent case but changing the MC
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in background level <1%. The results are shown in Table 2. The
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found in the Crab pulsar analysis indicates that the source-
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energies, near the threshold of the telescope, where the signal of
the pulsar is more intense and the background estimation in the
Crab Nebula is more uncertain.

A167, page 6 of 12

Abe, K., et al.: A&A, 690, A167 (2024)

Fig. 4. Evolution of the peak width as a function of the energy from
100 MeV to 200 GeV using Fermi/LAT and LST-1 data. The fit of the
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P1, the FWHM points of both instruments are at a simi-
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ferential ratio of P1/P2 was determined as well from the excess
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achieves 1 at Eeq ⇡ 30 GeV. The overall LST-1 ratio, integrated
over the entire energy range, is P1/P2= 0.84± 0.11. The LST-
1 points show lower statistical errors than the Fermi/LAT ones,
indicating that the LST-1 can provide more accurate results
above 20 GeV even with only 100 hours.

The P1/P2 ratio points of LST-1 derived in Fig. 5 are rep-
resented in reconstructed energy. Near the threshold of the
LST-1 the reconstructed energy of the events is systemati-
cally greater than the true one. This introduces a system-
atic error, as mentioned in Sect. 3.1. The maximum system-
atic error in the di↵erential P1/P2 computation at low energies
due to the energy dispersion of our system is ⇠20% as esti-
mated from a set of MC simulations with a similar zenith dis-
tribution as our data. For the integral ratio, the maximum of
this systematic error drops to ⇠12%. Thus, the LST-1 P1/P2
ratios in each reconstructed energy container are therefore over-
estimated with respect to those of Fermi/LAT by at most
that 20%.

4.1.4. Source-dependent versus source-independent

Apart from the source-dependent phaseogram shown in Fig. 1,
a source-independent one (i.e., excluding source-dependent
parameters in the RF training) was computed to compare the per-
formance of the two methods. The analysis chain was similar to
the one used for the source-dependent case but changing the MC
e�ciency to 91% to have a similar background rate in the two
approaches. In particular, for this e�ciency, we get a di↵erence
in background level <1%. The results are shown in Table 2. The
source-dependent analysis shows better performance for study-
ing the pulsed emission, with a di↵erence of 1.5� in P1 and 2.7�
in P2.

The results described in Abe et al. (2023b) show that the
sensitivity curves below 100 GeV are similar for both source-
dependent and source-independent analysis. The di↵erence
found in the Crab pulsar analysis indicates that the source-
dependent approach improves the sensitivity at the lowest true
energies, near the threshold of the telescope, where the signal of
the pulsar is more intense and the background estimation in the
Crab Nebula is more uncertain.

A167, page 6 of 12

Abe, K., et al.: A&A, 690, A167 (2024)

Fig. 3. Phaseogram of the Crab pulsar from LST-1 data in di↵erent energy bins from 20 GeV to 700 GeV. The statistical significance of each peak
is given in each plot. The black line shows the best fits to the pulse profile. Above 250 GeV the fit was not successful since the signal of P1 begins
to disappear.

Table 1. Peak position (µ) and width (FWHM) of each peak, P1 and P2.

Energy (GeV) µ1 FWHM1 (· 10�2) µ2 FWHM2 (· 10�2)

20–33 0.999± 0.003 3.1± 0.6 0.389± 0.004 5.4± 1.1
33–55 1.0000± 0.0018 2.2± 0.4 0.387± 0.003 4.4± 0.8
55–92 0.994± 0.005 4.0± 1.1 0.388± 0.006 5.5± 1.3
92–153 1.0020± 0.0022 1.5± 0.5 0.402± 0.004 3.6± 1.0
153–253 1.015± 0.009 3.7± 2.2 0.3981± 0.0017 1.9± 0.7

Notes. The results were obtained after fitting the phaseogram in each energy bin to a double Gaussian model.

4.1.2. Morphology of the peaks

The phaseogram was also studied in di↵erent energy bins. In
particular, we divided our sample into seven bins from 20 GeV
to 700 GeV (see Fig. 3), approximately 5 bins per decade. The
upper edge was chosen to include the last bin where a hint of
signal for P2 (>1.5�) is found. Assuming that the peaks fol-
low symmetric Gaussian distributions, we fitted the phaseogram
to a double Gaussian model (i.e., two Gaussians joint together)
with an overall background to study the morphology of the
peaks. Since P1 and P2 were fitted together, the same number

of points were obtained for both peaks. The bridge contribution
was neglected in the fits since it is not significant above 100 GeV.
Making that assumption could introduce an additional error in
the first two bins, but the strong signal from both peaks com-
pared to the bridge assures that this error is low. The values of
the mean phase and width of each peak are shown in Table 1. To
assess the goodness of the fit, we computed the �2/ndf of each
fit, all of which were close to 1. The peak positions do not shift
significantly. The width of P2 seems to decrease with energy
(see Fig. 4). This feature, which crucial to understanding emis-
sion models at energies greater than 100 GeV (Harding et al.
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Fig. 3. Phaseogram of the Crab pulsar from LST-1 data in di↵erent energy bins from 20 GeV to 700 GeV. The statistical significance of each peak
is given in each plot. The black line shows the best fits to the pulse profile. Above 250 GeV the fit was not successful since the signal of P1 begins
to disappear.
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153–253 1.015± 0.009 3.7± 2.2 0.3981± 0.0017 1.9± 0.7

Notes. The results were obtained after fitting the phaseogram in each energy bin to a double Gaussian model.
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upper edge was chosen to include the last bin where a hint of
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to a double Gaussian model (i.e., two Gaussians joint together)
with an overall background to study the morphology of the
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was neglected in the fits since it is not significant above 100 GeV.
Making that assumption could introduce an additional error in
the first two bins, but the strong signal from both peaks com-
pared to the bridge assures that this error is low. The values of
the mean phase and width of each peak are shown in Table 1. To
assess the goodness of the fit, we computed the �2/ndf of each
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Fig. 3. Phaseogram of the Crab pulsar from LST-1 data in di↵erent energy bins from 20 GeV to 700 GeV. The statistical significance of each peak
is given in each plot. The black line shows the best fits to the pulse profile. Above 250 GeV the fit was not successful since the signal of P1 begins
to disappear.
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particular, we divided our sample into seven bins from 20 GeV
to 700 GeV (see Fig. 3), approximately 5 bins per decade. The
upper edge was chosen to include the last bin where a hint of
signal for P2 (>1.5�) is found. Assuming that the peaks fol-
low symmetric Gaussian distributions, we fitted the phaseogram
to a double Gaussian model (i.e., two Gaussians joint together)
with an overall background to study the morphology of the
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Making that assumption could introduce an additional error in
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Fig. 3. Phaseogram of the Crab pulsar from LST-1 data in di↵erent energy bins from 20 GeV to 700 GeV. The statistical significance of each peak
is given in each plot. The black line shows the best fits to the pulse profile. Above 250 GeV the fit was not successful since the signal of P1 begins
to disappear.
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to a double Gaussian model (i.e., two Gaussians joint together)
with an overall background to study the morphology of the
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was neglected in the fits since it is not significant above 100 GeV.
Making that assumption could introduce an additional error in
the first two bins, but the strong signal from both peaks com-
pared to the bridge assures that this error is low. The values of
the mean phase and width of each peak are shown in Table 1. To
assess the goodness of the fit, we computed the �2/ndf of each
fit, all of which were close to 1. The peak positions do not shift
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Fig. 3. Phaseogram of the Crab pulsar from LST-1 data in di↵erent energy bins from 20 GeV to 700 GeV. The statistical significance of each peak
is given in each plot. The black line shows the best fits to the pulse profile. Above 250 GeV the fit was not successful since the signal of P1 begins
to disappear.
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particular, we divided our sample into seven bins from 20 GeV
to 700 GeV (see Fig. 3), approximately 5 bins per decade. The
upper edge was chosen to include the last bin where a hint of
signal for P2 (>1.5�) is found. Assuming that the peaks fol-
low symmetric Gaussian distributions, we fitted the phaseogram
to a double Gaussian model (i.e., two Gaussians joint together)
with an overall background to study the morphology of the
peaks. Since P1 and P2 were fitted together, the same number

of points were obtained for both peaks. The bridge contribution
was neglected in the fits since it is not significant above 100 GeV.
Making that assumption could introduce an additional error in
the first two bins, but the strong signal from both peaks com-
pared to the bridge assures that this error is low. The values of
the mean phase and width of each peak are shown in Table 1. To
assess the goodness of the fit, we computed the �2/ndf of each
fit, all of which were close to 1. The peak positions do not shift
significantly. The width of P2 seems to decrease with energy
(see Fig. 4). This feature, which crucial to understanding emis-
sion models at energies greater than 100 GeV (Harding et al.
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Fig. 3. Phaseogram of the Crab pulsar from LST-1 data in di↵erent energy bins from 20 GeV to 700 GeV. The statistical significance of each peak
is given in each plot. The black line shows the best fits to the pulse profile. Above 250 GeV the fit was not successful since the signal of P1 begins
to disappear.
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upper edge was chosen to include the last bin where a hint of
signal for P2 (>1.5�) is found. Assuming that the peaks fol-
low symmetric Gaussian distributions, we fitted the phaseogram
to a double Gaussian model (i.e., two Gaussians joint together)
with an overall background to study the morphology of the
peaks. Since P1 and P2 were fitted together, the same number

of points were obtained for both peaks. The bridge contribution
was neglected in the fits since it is not significant above 100 GeV.
Making that assumption could introduce an additional error in
the first two bins, but the strong signal from both peaks com-
pared to the bridge assures that this error is low. The values of
the mean phase and width of each peak are shown in Table 1. To
assess the goodness of the fit, we computed the �2/ndf of each
fit, all of which were close to 1. The peak positions do not shift
significantly. The width of P2 seems to decrease with energy
(see Fig. 4). This feature, which crucial to understanding emis-
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Crab Pulsar results: LST-1 SED 

14

Γ = 3.03 ± 0.09

Γ = 3.44 ± 0.15

● P1 SED follows power-law 
models up to 450 GeV (P1) and 
700 GeV (P2)

● P2 harder than P1 (known 
feature)

● Confirms MAGIC results above 
500 GeV

Systematic uncertainties in Γ of ~10% for P1 and ~5% for P2. Accurate characterization 
of the pulsar at low energies!

Pulsars at VHEs wit the LST-1

LST-1 observations of the Crab + 14 yrs Fermi-LAT

Abe et al. 2024

• LST-1 peaks’ SED fit: PL models up to 450 GeV (P1) 
and 700 GeV (P2). P2 significantly harder (Γ= 3.03 ± 
0.1) than P1 (Γ= 3.44 ± 0.15) 

• LST-1 + Fermi-LAT SED: SmoothBrokenPL preferred 
over PL + SubExp cutoff (AIC and BIC tests) 

Abe, K., et al.: A&A, 690, A167 (2024)

Table 4. Results of the best fits to the LST-1 and Fermi/LAT data for each peak and model.

SmoothBPWL �0 (cm�2 s�1 TeV�1) �1 �2 Eb (GeV) � –2logL AIC BIC

P1 (1.27± 0.06) · 10�4 1.811± 0.013 4.09± 0.20 6.8± 1.5 3.0± 0.4 25.5 35.5 42.8
P2 (3.21± 0.20) · 10�5 1.97± 0.03 3.15± 0.11 4.9± 0.9 1.1± 0.3 33.2 43.2 50.5
ExpCutPWL �0 (cm�2 s�1 TeV�1) � � (GeV�1) � (10�1) –2logL AIC BIC
P1 (4.5± 0.4) · 10�4 1.562± 0.015 6.0± 0.9 3.58± 0.08 35.9 43.9 49.8
P2 (2.8± 0.7) · 10�4 1.58± 0.03 29± 16 2.56± 0.12 57.2 65.2 71.1
BridgeM (2.1± 0.4) · 10�4 1.42± 0.05 1.3± 0.5 4.5± 0.3 34.4 42.4 47.1
BridgeE (2.1± 0.6) · 10�5 1.16± 0.09 0.8± 0.5 5.1± 0.6 31.2 39.2 43.9

Notes. The fit was performed in the energy range from 100 MeV to 450 GeV (for P1) and 700 GeV (for P2). The statistical tests used to compare
the models (i.e., AIC and BIC) are also shown. The reference energy was fixed to E0 = 1 GeV for all the cases. The fits for the bridge region were
done between 200 MeV and 200 GeV (see the main text). Only the sub-exponential cuto↵ model was successfully fit.

Fig. 8. SED and joint fit using Fermi/LAT and LST-1 data from
100 MeV to 700 GeV for both P1 and P2 of the Crab pulsar. The points
from MAGIC working in stereo are shown as well.

the LST-1 can detect the signal of the Crab pulsar at a high signif-
icance level and reconstruct its SED from 20 GeV up to 450 GeV
for P1 and 700 GeV for P2. Both P1 and P2 are significantly
detected (>10�) in this analysis. The VHE gamma-ray SED of
each peak is well reproduced by a PWL that is compatible with
previous results from the literature. P1 shows a softer spectrum
(�1 = 3.44± 0.15) than P2 (�2 = 3.03± 0.09). The two peaks
show similar fluxes (⇠3.5 · 10�9 cm�2 s�1 TeV�1) at E = 30 GeV.

Fig. 9. LST-1 SED from 20 GeV to 200 GeV for the two definitions of
the bridge emission of the Crab pulsar. The Fermi/LAT+LST-1 joint fit
to the sub-exponential cuto↵ PWL model is shown as a solid line. The
points from MAGIC working in stereo are shown as well.

The bridge emission is also significantly detected, and the result-
ing spectra, for both definitions, are well described by PWLs
with spectral indices �E = 3.3 ± 0.6 and �M = 3.5 ± 0.4 for
BridgeE and BridgeM, respectively. We also studied the long-
term light curve of the Crab pulsar using the LST-1 data over
three di↵erent years, finding a value of �2 = 12.8/10 when the
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Table 4. Results of the best fits to the LST-1 and Fermi/LAT data for each peak and model.
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Notes. The fit was performed in the energy range from 100 MeV to 450 GeV (for P1) and 700 GeV (for P2). The statistical tests used to compare
the models (i.e., AIC and BIC) are also shown. The reference energy was fixed to E0 = 1 GeV for all the cases. The fits for the bridge region were
done between 200 MeV and 200 GeV (see the main text). Only the sub-exponential cuto↵ model was successfully fit.

Fig. 8. SED and joint fit using Fermi/LAT and LST-1 data from
100 MeV to 700 GeV for both P1 and P2 of the Crab pulsar. The points
from MAGIC working in stereo are shown as well.

the LST-1 can detect the signal of the Crab pulsar at a high signif-
icance level and reconstruct its SED from 20 GeV up to 450 GeV
for P1 and 700 GeV for P2. Both P1 and P2 are significantly
detected (>10�) in this analysis. The VHE gamma-ray SED of
each peak is well reproduced by a PWL that is compatible with
previous results from the literature. P1 shows a softer spectrum
(�1 = 3.44± 0.15) than P2 (�2 = 3.03± 0.09). The two peaks
show similar fluxes (⇠3.5 · 10�9 cm�2 s�1 TeV�1) at E = 30 GeV.

Fig. 9. LST-1 SED from 20 GeV to 200 GeV for the two definitions of
the bridge emission of the Crab pulsar. The Fermi/LAT+LST-1 joint fit
to the sub-exponential cuto↵ PWL model is shown as a solid line. The
points from MAGIC working in stereo are shown as well.

The bridge emission is also significantly detected, and the result-
ing spectra, for both definitions, are well described by PWLs
with spectral indices �E = 3.3 ± 0.6 and �M = 3.5 ± 0.4 for
BridgeE and BridgeM, respectively. We also studied the long-
term light curve of the Crab pulsar using the LST-1 data over
three di↵erent years, finding a value of �2 = 12.8/10 when the
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Table 4. Results of the best fits to the LST-1 and Fermi/LAT data for each peak and model.

SmoothBPWL �0 (cm�2 s�1 TeV�1) �1 �2 Eb (GeV) � –2logL AIC BIC

P1 (1.27± 0.06) · 10�4 1.811± 0.013 4.09± 0.20 6.8± 1.5 3.0± 0.4 25.5 35.5 42.8
P2 (3.21± 0.20) · 10�5 1.97± 0.03 3.15± 0.11 4.9± 0.9 1.1± 0.3 33.2 43.2 50.5
ExpCutPWL �0 (cm�2 s�1 TeV�1) � � (GeV�1) � (10�1) –2logL AIC BIC
P1 (4.5± 0.4) · 10�4 1.562± 0.015 6.0± 0.9 3.58± 0.08 35.9 43.9 49.8
P2 (2.8± 0.7) · 10�4 1.58± 0.03 29± 16 2.56± 0.12 57.2 65.2 71.1
BridgeM (2.1± 0.4) · 10�4 1.42± 0.05 1.3± 0.5 4.5± 0.3 34.4 42.4 47.1
BridgeE (2.1± 0.6) · 10�5 1.16± 0.09 0.8± 0.5 5.1± 0.6 31.2 39.2 43.9

Notes. The fit was performed in the energy range from 100 MeV to 450 GeV (for P1) and 700 GeV (for P2). The statistical tests used to compare
the models (i.e., AIC and BIC) are also shown. The reference energy was fixed to E0 = 1 GeV for all the cases. The fits for the bridge region were
done between 200 MeV and 200 GeV (see the main text). Only the sub-exponential cuto↵ model was successfully fit.

Fig. 8. SED and joint fit using Fermi/LAT and LST-1 data from
100 MeV to 700 GeV for both P1 and P2 of the Crab pulsar. The points
from MAGIC working in stereo are shown as well.

the LST-1 can detect the signal of the Crab pulsar at a high signif-
icance level and reconstruct its SED from 20 GeV up to 450 GeV
for P1 and 700 GeV for P2. Both P1 and P2 are significantly
detected (>10�) in this analysis. The VHE gamma-ray SED of
each peak is well reproduced by a PWL that is compatible with
previous results from the literature. P1 shows a softer spectrum
(�1 = 3.44± 0.15) than P2 (�2 = 3.03± 0.09). The two peaks
show similar fluxes (⇠3.5 · 10�9 cm�2 s�1 TeV�1) at E = 30 GeV.

Fig. 9. LST-1 SED from 20 GeV to 200 GeV for the two definitions of
the bridge emission of the Crab pulsar. The Fermi/LAT+LST-1 joint fit
to the sub-exponential cuto↵ PWL model is shown as a solid line. The
points from MAGIC working in stereo are shown as well.

The bridge emission is also significantly detected, and the result-
ing spectra, for both definitions, are well described by PWLs
with spectral indices �E = 3.3 ± 0.6 and �M = 3.5 ± 0.4 for
BridgeE and BridgeM, respectively. We also studied the long-
term light curve of the Crab pulsar using the LST-1 data over
three di↵erent years, finding a value of �2 = 12.8/10 when the
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Pulsars at VHEs wit the LST-1

LST-1 observations of the Crab: light-curve

Abe et al. 2024

• Search for variability in P1 and P2 peaks in the LST-1 data sampleAbe, K., et al.: A&A, 690, A167 (2024)

Fig. 6. Long-term light curve of P1 and P2 Crab emission above 30 GeV. Each variable time bin contains 1500 excess events in the combined
phase regions P1 and P2. This value was chosen to reach at least ⇠3� for the entire pulsed emission (P1+P2) in each bin. The horizontal bars
indicate the time range of each bin. The flux was fit to a constant function, shown by the green line. The dashed green area represents the statistical
uncertainties of the fitted flux. The reference integrated flux above 30 GeV using the MAGIC+Fermi/LAT SED reported in Ansoldi et al. (2016) is
included in gray. The regions where the Crab pulsar was not observable are shown in blue, namely two summer periods and the volcano eruption
that took place from September to December 2021 in La Palma.

Fig. 7. LST-1 SED of P1 and P2 of the Crab pulsar from 20 GeV to
700 GeV. The Crab Nebula spectrum obtained with the same sample is
represented in black.

observed fluxes. This is also observed in Fig. 8, where although
both fits seem to fit well in the low-energy spectrum, the VHE
spectral points agree better with the smooth broken PWL.

4.5. SED of the bridge emission

The SED of the Crab pulsar bridge emission for each of the
bridge regions defined in Sect. 4.1.1 is shown in Fig. 9. The
LST-1 SED was fitted to a PWL between 20 GeV and 200 GeV.
The results are shown in Table 3, the spectral indexes are
�M = (3.5± 0.4) and �E = (3.3± 0.6). The LST-1 flux points
are compatible with those reported by the MAGIC collabora-
tion (Aleksić et al. 2014), which extend up to 200 GeV. Above

Table 3. Fitted parameters of the spectral model, with their statistical
uncertainties, for each region.

Region E0 (GeV) �0 (cm�2 s�1 TeV�1) �

P1 30 (3.7± 0.4) · 10�9 3.44± 0.15
P2 40 (1.56± 0.14) · 10�9 3.03± 0.09
P1+P2 40 (2.96± 0.20) · 10�9 3.20± 0.08
BridgeM 30 (8.1± 1.4) · 10�9 3.5± 0.4
BridgeE 40 (9.3± 2.5) · 10�10 3.3± 0.6

Notes. The reference energy, E0, was set to the de-correlation energy in
each case.

100 GeV for the LST-1 the significance of the flux points is lower
than for MAGIC and only upper limits can be calculated.

In addition, we did a joint fit using Fermi/LAT data and
LST-1 from 200 MeV to 200 GeV. Data below 200 MeV were
excluded from the fit because the analysis at the lowest energies
led to unreliable flux estimation as indicated in Fig. 9. In this
case, since the signal above 100 GeV drops fast, we could only
fit successfully the sub-exponential cuto↵ PWL model (shown
in the solid line in Fig. 9). The results are shown in Table 3.
Although there is a hint of a PWL extension for both definitions,
the lack of statistics prevents us from confirming or rejecting the
existence of a cuto↵ in the bridge spectra.

5. Discussion and conclusions

In this work we have reported a detailed analysis of the first VHE
gamma-ray pulsar detected with the LST-1. The results show that
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effects, and displayed it in Figure 18 for both analysis
approaches. We assume a log-parabola spectral model with
the corresponding best-fit parameters indicated in Table 1. Flux
points are fitted to a constant value of
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for the source-dependent analysis. Both results are, at face
value, strongly incompatible with the (presumably) steady
VHE flux of the nebula. However, only statistical uncertainties
are considered—and from the tests performed with spectra
(varying cut efficiencies and background normalization), it is
clear that the total uncertainty must be significantly larger.

In order to obtain a light curve “fully compatible” with a
steady flux (p-value ;0.5), we have to assume, for the source-
independent analysis, an additional systematic uncertainty of
6% on the nightly flux values, added in quadrature to the
statistical uncertainty (see Figure 18). In the case of the source-
dependent analysis, the value is 7%. This level of systematics
seems plausible, considering that no run-wise or night-wise
IRFs (to account for variable observation conditions or
telescope performance) have been used in the calculations.
Obviously, these estimates, computed under the assumption
that the Crab Nebula flux is constant at these energies, do not
tell us anything about a possible overall systematic error
affecting all nights in the sample.

6.3. Crab Pulsar Phaseogram

The observations of the Crab Nebula have as byproduct
another low-energy source that can be used to study its
performance. The Crab pulsar (PSR J0534+220) is a young

neutron star with a rotational period of 33 ms created after the
supernova explosion SN1054. It has the second-highest spin-
down power known ( =E 4.6� ×1038 erg s−1). It was first
detected at VHE gamma rays by MAGIC (Aliu et al. 2008), and
over the years its spectrum was extended up to teraelectronvolt
energies (VERITAS Collaboration et al. 2011; Aleksić et al.
2012; Ansoldi et al. 2016). The data set used to search for
pulsations is the same as in the rest of this article. The Crab
pulsar phases definition is taken from Aleksić et al. (2012). Both
P1 and P2 peaks are significantly detected as it can be seen in
Figure 19, produced with the source-dependent analysis and
fixed cuts (gammaness > 0.6, α< 12° ). Calculation of the
pulsar spectrum will require a more detailed treatment of the
runs with nonstandard trigger threshold settings, and is a work in
progress that will be the subject of a future publication.

7. Summary and Conclusions

We presented in this paper the observations of the Crab
Nebula with the CTA LST-1 telescope performed during its
commissioning period, and used them to evaluate the
instrument performance in single-telescope mode.
The optical efficiency of the system, as determined with

muon rings, is stable within ± 5% in the ;1.5 yr span of the
data set shown in this paper. The trigger threshold, on the other
hand, was not fully stable through this period, and is on
average a little higher than its design value (reached only in
2021 August). The trigger threshold for the current configura-
tion is 20 GeV, which increases to ;30 GeV after analysis cuts.
The standard source-independent analysis can reach an

angular resolution better than 0°.12 for E> 1 TeV using hard
cuts (low efficiency). For the baseline cuts (70% efficiency)
used to derive the spectra and light curves presented in this
paper, the angular resolution is ;0°.17 for E> 1 TeV and
;0°.34 at E= 100 GeV. The energy resolution reaches the level
of 20% for E> 1 TeV, and 35% at E= 100 GeV for low-zenith

Figure 18. Crab Nebula light curve with 1 day bins above 100 GeV for source-independent (left) and source-dependent analyses (right). The dashed–dotted line is the
best fit to a constant flux. We also indicate the integral flux in the same energy range calculated from the log-parabola model reported in Aleksić et al. (2015) with a
dashed line. The black error bars correspond to the statistical errors. The gray bars include the systematic uncertainties (added in quadratic sum) assuming they are 6%
and 7% of the flux values for source-independent and source-dependent analysis, respectively.
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Pulsars at VHEs wit the LST-1

• Second PSR observed with the LST-1 (Dec. 2022 - March 2023)  
• Time after quality cuts: ~60h for Zd < 50deg 

LST-1 observations of Geminga

CTAO-LST Project: The Geminga pulsar with LST-1

Fig. 1. Phaseogram of the LST-1 observations of the Geminga shown over two rotational periods, with no cut in energy. The di↵erent phase
regions (P1, P2, Bridge and background, or OFF) are highlighted in the plot. The average level of the background counts is reported as the dashed
horizontal line. We also report the Li&Ma significance of both peaks and the inter-peak region and the total observation time.

logarithmically-spaced bins, [15, 31] GeV and [31, 65] GeV, and235
repeated the analysis in both. We did not include data above 65236
GeV due to the lack of signal from P2 at those energies.237

The best-fit results for the full band and the two energy bins238
are reported in Table 1 for both the Gaussian and the Lorentzian239
profiles, along with their statistical errors. All the statistical un-240
certainties from now on in the paper will be reported at 1�241
level. The Full Width at Half Maximum (FWHM) has been242
chosen as a measure of the peak width and it has been com-243

puted as FWHMGauss = 2�
p

2 log 2 for the Gaussian and as244
FWHMLor = 2� for the Lorentzian. Henceforth, the notation245
"log" refers to the natural logarithm.246

We found, for both models, that the position of the second247
peak of Geminga does not significantly change in the two stud-248
ied energy bins. The value is compatible with that reported in249
Ceribella (2021) within the statistical errors, but slightly di↵ers250
from the best-fit values of Abdo et al. (2010). The same conclu-251
sions can be drawn for the peak width results.252

The results obtained for the Gaussian and Lorentzian models253
are consistent with each other. To assess the goodness of fit of254
both models, we reported the associated p-value. We also com-255
puted the Akaike Information Criterion (Akaike 1974) defined256
as AIC = 2k � 2 log(L), where k and L represent the number257
of model parameters and the maximum likelihood of the model.258
The AIC can be used to compare the results of two non-nested259
models and determine if one of the two is preferred. In gen-260
eral, lower coe�cient values indicate a better agreement between261
the fit and the data. For the LST-1 sample, the Gaussian profile262
shows slightly lower values of the AIC. We computed the di↵er-263
ence �(AIC) for both the full band and the energy bins, obtaining264
�(AIC) = (9.6, 2.2, 9.2) for the broadband, the first and second265
bin, respectively.266

As an additional cross-check, we fitted the phaseograms ob- 267
tained with the Fermi-LAT sample described in Sect. 2.2 for en- 268
ergies above 15 GeV (considered as the “broadband" Fermi sam- 269
ple) and in the same energy bins as for the LST-1 analysis, i.e. 270
[15, 31] GeV and [31, 65] GeV. The results obtained, shown in 271
Table 1, are consistent with the LST-1 ones within the statistical 272
uncertainties for both the Gaussian and the Lorentzian profiles. 273
The fit in the second energy bin did not converge well, probably 274
due to the low statistics of the Fermi-LAT sample above 30 GeV, 275
and for this reason we did not report the results. The comparison 276
of the p-values for the two profiles suggests a significant pref- 277
erence, in the case of the Fermi-LAT sample, for the Gaussian 278
profile rather than the Lorentzian. The derived AIC di↵erences 279
also confirm this result: �(AIC) = (48.3, 52.6) in the case of the 280
broadband and the first energy bin, respectively. 281

3.3. Spectral energy distribution of P2 282

In order to obtain the SED of the second peak, we performed 283
a forward folding fit using Gammapy in the energy range [20, 284
95] GeV, considering 5 bins per decade, using a power law (PL) 285
model: 286

dN
dE
= f0

 
E
E0

!��
, (3)

where f0 represents the flux normalisation, � is the spectral in- 287
dex, and E0 is the reference energy. 288

The choice for the lower edge of the fitting range is con- 289
nected to the estimated energy threshold of the analysis. We 290
chose the upper edge of our energy binning closest to 100 GeV 291
to assess the possibility of obtaining a spectral point at energies 292
above 65 GeV. For more details, refer to Sect. 3.3.1. We set the 293
reference energy to E0 = 14.3 GeV, the decorrelation energy 294
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CTAO-LST Project: The Geminga pulsar with LST-1

Fig. 2. 2-dimensional weighted (considering Geminga’s spectral index � = 4.5) histogram of the reconstructed energy versus the true energy,
projected onto the true energy axis for the two reconstructed energy bins used for the morphological study of P2, [15, 31] GeV (left) and [31, 65]
GeV (right). The Monte Carlo data used for the plots were produced at Zd = 10�. The dashed line represents the equivalence between the true
energy Etrue and the reconstructed energy Ereco. The z-axis is in units of rate, i.e. events per second.

Fig. 3. Joint LST-1 (squares) and Fermi-LAT (circles) data samples of P2, along with the best-fit results of both the power law with an exponential
cuto↵ (PLEC, dotted line) and the power law with sub-exponential cuto↵ (PLSEC, dashed line). The power law fit of the LST-1 only points (orange
squares) is shown together with its statistical 1� uncertainty band (solid line and shaded area) and the systematics uncertainty band (dash-dotted
area) considering both the systematics on the index and the flux normalisation. The MAGIC Collaboration et al. (2020) points are depicted as
triangles for comparison. The horizontal error bars represent the width of the energy bins.

at di↵erent energies is generated via the same emission mecha-363
nisms.364

We performed a joint fit of LST-1 and Fermi-LAT data be-365
tween 100 MeV and 100 GeV testing two spectral models. The366
first was a power law with an exponential cuto↵ (PLEC), and the367
second was a power law with a sub-exponential cuto↵ (PLSEC).368

The same mathematical law describes both models: 369

dN
dE
= f0

 
E
E0

!��
exp

"
�

 
E
Ec

!�#
= f0

 
E
E0

!��
exp

⇥ � �
�E

��⇤, (4)

where � = 1 in the case of PLEC, while � < 1 for the PLSEC. 370
E0 is the reference energy and Ec is the cuto↵ energy. We also 371
report the formulation of the equation used in Gammapy, which 372
uses the reciprocal of the cuto↵ energy � = 1/Ec. 373
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LST-1 observations of Geminga

• Demonstrates LST-1 capabilities 
for PSR studies:  LST-1 P2 detected 
at > 12σ in 60h vs MAGIC: 6.3σ in 
80h 

• P1 remains undetected, (2.6σ hint 
=> 200h of LST-1 observations 
required for a 5σ signal, 30h with 
the full LST array) 

• No E-dependent evolution within 
[15 - 31] and [31, 65] GeV bands 

PRELIMINARY

� /2914



LST-1 view on Galactic Transients

- A dedicated Galactic ToO Program has been set since 2023, in which the trigger 
conditions to observe a number of Galactic Transients is defined:  

- Novae explosions: the first nova @ VHEs, RS Oph, detected with LST-1, 
prompting for the discovery of more recurrent symbiotic novae and to detect 
for the first time, classical novae. Trigger based on Fermi-LAT and/or bright 
optical novae (mag <7) 

- Microquasars: Variable gamma-ray emission detected in Cyg X-1, Cyg X-3 and 
SS 433 (surroundings) at HEs. Hint of Cyg X-1 flare detection at VHEs by MAGIC. 
LST-1 will trigger on other MQs that show non-thermal transient emission, 
based on Fermi-LAT or radio/X-ray alerts 

- gamma-ray binaries: gamma-ray binaries display periodic emission. However, 
they can show also energetic outbursts, connected to clumps, interactions 
with circumstellar disc of the star, e.g. in LS I +61 303, HESS J0632+057 or the 
flares seen periodically in PSR B1259-63 
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LST-1 view on Galactic Transients

- Magnetars: in 2020 a FRB was associated with a known source: SGR 1935+2154. 
Magnetars can display different kinds of outburst, which might lead to VHE 
emission. LST-1 aims at discovering for the first time VHE emission from a 
magnetar, triggering on external radio, X-ray or Fermi-LAT alerts.  

- Supernovae: SNe are among the most violent events in the Galaxy. LST-1 will 
trigger on Type II SNe (collapse of a massive star), in nearby SNe, ideally at <3 
Mpc, and on those with neutrino alerts. No VHE counterparts to SNe to date 

- Flares from PWNe: the Crab Nebula has been proven to emit flaring emission 
in the HE regime. However, no variability has been yet reported at VHEs. LST1 
will closely follow these flares at low energies, aiming at catching the 
synchroton tail for these flares 

- Stellar superlares: Some M-dwarf stars have been found to emit superflares 
in hard X-rays. LST-1 ToO program includes observations of superflares of 
young and nearby M-dwarf stars, as reported by X-ray satellites  
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LST Galactic ToO Program

 

- SGR 1935 is a Galactic Magnetar in the SNR G57.2+0.8 
with Soft Gamma Repeater activity (typically 
observed at hard X-rays) 

- In April 28th 2020 a burst was reported in 
coincidence with a FRB from SGR 1935:  
FRBs can be producedby magnetars !  

- UULLs on persistent emission for SGR 1935 during 
high-activity periods: at GeVs with LAT (Li et al. 2017, 
and at VHEs with H.E.S.S. (Abdalla+ 2011) 

- No reports yet for short-term bursts @ VHEs  

Bursts	from	a	magnetar,	ar6st’s	concep6on;	
Credits:	NASA’s	Goddard	Space	Flight	Center

Composite	image	of	SNR	G57.2+0.8	(red,	
radio	band),	SGR	1935	(blue	source	in	the	
center),	and	nearby	molecular	clouds	
(green),	from	Zhou	et	al.	2020)

LST-1 observations of SGR 1935+2154
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LST Galactic ToO Program

SGR1935+2154 Known Burst History

2023/11/08 4

September 2021 -> November 2021

July 2021 -> September 2021June 2020 -> July 2021

November 2021 -> December 2022

SGR1935+2154 Known Burst History

2023/11/08 4

September 2021 -> November 2021

July 2021 -> September 2021June 2020 -> July 2021

November 2021 -> December 2022

SGR1935+2154 Known Burst History

2023/11/08 4

September 2021 -> November 2021

July 2021 -> September 2021June 2020 -> July 2021

November 2021 -> December 2022

SGR1935+2154 Known Burst History

2023/11/08 4

September 2021 -> November 2021

July 2021 -> September 2021June 2020 -> July 2021

November 2021 -> December 2022

- About 40h (25h after quality cuts) on SGR 1935 taken with the LST-1 in 2021 and 2022 
- Joint campaign with MAGIC (which collected >100h from 2020 - 2022) 
- MWL coverage:  

- Retrieved contemporaneous bursts listed in ATels, GCN’s etc. 
- > 150 alerts from June 2020 to December 2022

SGR1935+2154 Known Burst History

2023/11/08 5

Zoom on July 6th, 2021 observations

Alert T0 Telescope run

2021-07-07 00:33:31.600 LST-1 5163

2021-09-10 23:40:34.460 LST-1 6204

2021-09-11 22:51:41.600 LST-1 6223

2021-09-11 23:55:45.872 LST-1 6226

2021-09-12 00:34:37.450 LST-1 6228

2021-09-12 22:16:36.200 LST-1 6245

2021-09-13 00:27:25.200 LST-1 6251

2022-10-15 20:26:14.000 MAGIC 2005793

Bursts simultaneous
to observations

This alert has spectral analysis… others only T0

9 X-ray bursts coincident  
with LST-1 observations 

PRELIMINARY

LST-1 observations of SGR 1935+2154

Abe et al. 2025b, submitted
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LST Galactic ToO Program

Search for persistent emission 
- No significant signal for the 

steady emission from SGR 1935 

- UULLs placed for the whole data 
and on a nightly basis (13 nights) 

- LST-1 UULL: 2.4e-12 erg/cm2/s (at 
E> 0.1 TeV), or about 2 to 5 times 
lower than previous results 
(Abdalla+ 2011)  

May 7th, 2025 5

• TeV ULs ~ X-ray flux
o LST-1 improves H.E.S.S. ULs (Index=−2.5, 95% CL)

• Agreement with Magnetar Models
o Emission break expected in MeV

o Current MeV ULs ~10−10𝑒𝑟𝑔 𝑠−1𝑐𝑚−2

o Current GeV ULs ~10−12𝑒𝑟𝑔 𝑠−1𝑐𝑚−2

Figure 3
Spectral Energy Distribution

Persistent Emission
• Emission Detection of FRB Progenitors?

o PRSs likely powered by pulsar/magnetar in nebulae

o FRB Progenitors might emit VHE 𝛾-rays (PWNe or SNRs)

• Interesting targets for CTAO

PRELIMINARY

LST-1 observations of SGR 1935+2154

Abe et al. 2025b, submitted

� /2919



LST Galactic ToO Program

LST-1 observations of SGR 1935+2154
Search for Bursts at VHEs 

- Analysis optimised for the search of  0.1 s duration bursts in a low-photon 
statistics regime, assuming Poisson BKG statistics 

- 9 contemporaneous X-ray bursts => LST-1 UULL: 1.6e-9 erg/cm2/s (at E> 0.1 TeV)  

- Blind aearch for 0.1s bursts (no hard X-rays) in the whole (25h) LST data set (+ trials 
O(106)). No significant detection => UULL: 4.5e-9 erg/cm2/s (at E> 0.1 TeV) 

-

7

Table 1
VHE ULs
simultaneous to 
external alerts on a 
0.1s time scale.

Bursting Emission

May 7th, 2025

# Time of Alert
ISOT UTC

Instrument LST-1 𝑹𝑩𝑲𝑮
𝒔−𝟏

𝑵𝟓𝝈 𝑵𝑶𝑵 Flux UL
𝟏𝟎−𝟖𝒔−𝟏𝒄𝒎−𝟐

Fluence UL
𝟏𝟎−𝟗 𝒆𝒓𝒈 𝒄𝒎−𝟐

1 2021-07-07 00:33:31.670 Fermi-GBM 0.81±0.02 4 0 2.01 1.50

2 2021-09-10 23:40:34.460 Fermi-GBM 1.05±0.03 4 0 1.95 1.45

3 2021-09-11 22:51:41.600 GECAM 0.95±0.03 4 0 2.03 1.51

4 2021-09-11 23:55:45.872 NICER 1.01±0.03 4 0 1.94 1.45

5 2021-09-12 00:34:37.450 GECAM 0.61±0.03 4 0 1.97 1.47

6 2021-09-12 00:45:49.400 GECAM 0.66±0.03 4 0 1.96 1.46

7 2021-09-12 22:16:36.200 GECAM 0.68±0.02 4 1 3.61 2.69

8 2021-09-12 23:19:32.080 Fermi-GBM 1.04±0.03 4 0 2.02 1.51

9 2021-09-13 00:27:25.200 GECAM 1.04±0.03 4 0 1.95 1.45

STACKED 𝛿𝑡 = 0.9𝑠 0.87±0.04 8 1 0.30 0.20

Data Analysis

• Burst Analysis developed

o Signal: a 𝟎. 𝟏𝒔 Burst above a Poisson Background

o New dataset obtained with optimized Cherenkov Cuts

• 9 X-ray Bursts simultaneous to Observations

Results

• No detection -> Bayesian Burst ULs [0.1 − 10] 𝑇𝑒𝑉

o Sensitivity ≈ 3.0 ∙ 10−8 𝑝ℎ 𝑠−1𝑐𝑚−2

• Unbiased Burst Search: No detection

o Sensitivity ≈ 6.2 ∙ 10−8 𝑝ℎ 𝑠−1𝑐𝑚−2

May 7th, 2025 8

Figure 4. Burst #1 Spectral Energy Distribution

Bursting Emission
Discussion
• TeV ULs ~10−3 X-ray Flux

o First X-TeV Magnetar Burst SED on 0.1𝑠 (Fig. 4)

• Agreement with Magnetar Models
o No TeV emission from “regular” short bursts

• Magnetar systems more complex than SGR 
1935+2154 may emit High-Energy Gamma 
Flashes (HEGF)

PRELIMINARY

PRELIMINARY

Abe et al. 2025b, submitted
� /2920



Novae at VHEs wit the LST-1

LST-1 observations of RS Ophiuchi

- RS Oph: symbiotic binary composed of a 
white dwarf + red giant star. d~2.45 kpc 

- Recurrent nova outbursts every ~15 yrs 
- August 2021: first nova ever detected at 

VHE gamma-rays (MAGIC, H.E.S.S.) 
- LST-1 also observed and detected RS Oph 

RS Ophiuchi (RS Oph)

Credit: David A.Hardy/ www.astroart.org & PPARC.  

• Symbiotic binary at ! ∼ 2.45	kpc
– White dwarf and red giant star

• Recurrent nova outbursts every 
~ 15 years
– Recurrent nova

• Nova: 
– Thermonuclear runaway explosion at 

the surface of a white dwarf in a 
binary system

• August 2021, RS Oph outburst: the 
first detection of a nova at VHEs 
(H.E.S.S. Collaboration 2022, Acciari et al. 2022)

2

Credit: David A.Hardy/ www.astroart.org & PPARC.  

Date (YYYY-MM-DD) T-T0 (days) Zenith range (deg) Transmission 9km (%) Observation time (h)
2021-08-09 0.97 36-43 > 90 1.43
2021-08-10 1.97 36-60 > 90 2.68
2021-08-12 3.97 36-56 > 90 2.24
2021-08-13 4.99 37-55 15 - 90
2021-08-14 5.97 36-46 65
2021-08-15 7.03 42-57 55
2021-08-29 21.01 46-59 > 80 0.97
2021-08-30 21.97 40-58 > 80 1.52
2021-09-01 24.05 57-65 > 90 0.32
2021-09-02 24.98 42-58 > 90 1.27

• LST-1 observed RS Oph outburst in 2021
– Observations affected by calima, moon & scheduling of other sources

Observation table

After moon 
break

Bad atmospheric 
transmission

Right after 
outburst

T0 = 59434.93 MJD

* MAGIC LIDAR measurements 3
Abe et al. 2025 � /2921



Novae at VHEs wit the LST-1

- Gamma-ray emission modelled in an hadronic and a leptonic scenario 
- retrieve spectra of injected particles (using LST-1, MAGIC, H.E.S.S. and LAT) 
- hadronic model preferred (AIChad = 95.6, AIC_lep = 128.8)

• The hadronic model is preferred 
over the leptonic one
– Hadronic: Total* AIC = 95.6
– Leptonic: Total AIC = 128.8

• The reduced chi-square is large 
for both models 
(~ 1.6 and 2.2, respectively)

• Important differences between 
MAGIC and HESS

8

Hadronic vs. leptonic modelling

Total AIC: Akaike information criterion (AIC) value obtained sums up of all the observations days fit results

11

Model fit results

• The injected proton spectrum
– Softening of the proton-spectrum 

slope 
– Increase of the cutoff energy from 

230 GeV to 1000 GeV

Proton acceleration up to TeV

• The injected electron spectrum
– Ad hoc spectral break to explain 

the curvature of the (-ray SED
– Very soft and unphysical slope

Abe et al. 2025

LST-1 observations of RS Ophiuchi
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LST-1 observations of RS Ophiuchi

Novae at VHEs wit the LST-1

- Gamma-ray emission modelled in an hadronic and a leptonic scenario 
- retrieve spectra of injected particles (using LST-1, MAGIC, H.E.S.S. and LAT) 
- hadronic model preferred (AIChad = 95.6, AIC_lep = 128.8)

• The hadronic model is preferred 
over the leptonic one
– Hadronic: Total* AIC = 95.6
– Leptonic: Total AIC = 128.8

• The reduced chi-square is large 
for both models 
(~ 1.6 and 2.2, respectively)

• Important differences between 
MAGIC and HESS

8

Hadronic vs. leptonic modelling

Total AIC: Akaike information criterion (AIC) value obtained sums up of all the observations days fit results

11

Model fit results

• The injected proton spectrum
– Softening of the proton-spectrum 

slope 
– Increase of the cutoff energy from 

230 GeV to 1000 GeV

Proton acceleration up to TeV

• The injected electron spectrum
– Ad hoc spectral break to explain 

the curvature of the (-ray SED
– Very soft and unphysical slope

Abe et al. 2025

"VHE gamma-ray novae: RS Oph modelling & CTAO perspectives” 

Arnau Aguasca-Cabot talk later today 



Novae at VHEs wit the LST-1

Next nova: T CrB

• Recurrent nova located ~3x closer => 9 times brighter than RS Oph;  
• RG and WD about 2x closer, enhancing particle interactions 
• showing same behaviour now as in previous eruption in 1946 
• LST-1 + MAGIC + XMM + NuSTAR + CAHA + Liverpool + IXPE + … 
• predictions by Schaefer et al. already passed (2024.4 ± 0.3) 
• Recent enhancement of accretion activity (ATel #17030, ATel #17052) 

•

What is T CrB?

• T CrB is a recurrent symbiotic novae very 
similar to RS Oph


• Few key difference:


• ~3x closer = ~9x brighter


• RG and WD around 2x closer to each 
other

4

Parameter RS Oph T CrB

Shock Speed ~4000 km/s ~4500 km/s

Distance 2.69 kpc 0.91 kpc
Peak Magnitude  

(V band) ~5 ~2

Binary Seperation 2 au 1 au
Time between 

bursts ~15 years ~80 years

Hα and Hβ lines

Higher element lines:

N, O, Mg, Si, Fe… 

Before the Munich Meeting
When is T CrB?

• T CrB is showing same behavior now as 
previous eruption in 1946


• Plateau period which started in 2016


• Two current estimates:


• 2023.6 ± 1 (Schaefer, https://
ui.adsabs.harvard.edu/abs/
2019AAS...23412207S/abstract)


• Also predicted RS Oph (2021±6) 
and U Sco (2020.7±1.6)


• 2026 ± 3 (Luna, https://
ui.adsabs.harvard.edu/abs/
2020ApJ...902L..14L/abstract)

5

adapted from Schaefer (2019) � /2924



CWB at VHEs wit the LST-1

Observations of WR 140

- Colliding Wind binary system (CWB) composed by a O4–5 30Msun star + bright 
Wolf-Rayet 10Msun sta located at 1.67 kpc, with an orbital period of ~8 yrs 

- Radio detection of several systems, but strong X-ray emission reported in WR 
140 and eta Carinae, the latter displayint TeV emission (H.E.S.S. coll 2020) 

- Periastron passage of 2024 covered intensively with MAGIC+LST  

- Data analysis in progress… 

credit: Joseph Olmsted (STScI) 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LST Galactic ToO Program

LST-1 observations of SN 2023 ixf 

- Type II Core-collapse SN discovered on May 17th 2023.  
- Mag 14.9 => SN 2023ixf the second brightest SN after SN 1987A 
- Located in M101, with redshift = 0.000804 => distance ~6.4 Mpc => closest core-

collapse SN (type II) in the last decades 

- LST-1 observations joint with MAGIC starting on May 20th 2023, lasting for 
about 1 month, ~20h of LST data after quality cuts. Follow-up campaign 
covering the rise, peak and plateau state of the optical LC 

MAGIC and LST1 observations

dark NSB (extra_dim_in_noise_pixel <3.5)

moon NSB (extra_dim_in_noise_pixel >3.5)

joint LST-1 only MAGIC only

Time 15.3h

joint LST-1 only

Time 3.7h

joint 

Time 41.6h

joint LST-1 only MAGIC only

Time 5.5h

joint LST-1 only

Time 3.1h

joint

Time 33.7h

joint LST-1 only MAGIC only

Time 9.8h

joint LST-1 only

Time 0.6

joint

Time 7.9h

*last night of joint obs. (07/09/2023) not included

LST1 (+MAGIC) observations
PRELIMINARY
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Summary

• LST capabilities for PSR studies 

• Sensitivity and low-E threshold (~20 GeV) ideal for studying PSRs 
@ VHEs. Crab and Geminga already detected with LST-1

• LST observations of Galactic Transients 
• Nova RS Oph: first galactic transient detected with LST-1 
• LST-1 limits on short-term bursts from magnetar SGR 1935+2154 
• ToO program including SNe explosions, flares from MQs, Gamma-

ray Binaries, PWN flares, stellar flares…

LST potential on Variable Galactic Gamma-ray Sources
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Summary

• LST capabilities for PSR studies: low-E threshold (~20 
GeV) ideal for studying PSRs @ VHEs. Crab and Geminga 
already detected with LST-1 

• Nova RS Oph: first galactic transient detected with LST-1. 
MWL campaign on T CrB, including LST-1. Perspectives for 
detection of classical novae at VHEs 

• LST-1 limits on short-term bursts from transients 
magnetar-like emission, e.g. in SGR 1935+2154 

• ToO program including follow-up observations of  
SNe explosions, flares from MQs, Gamma-ray Binaries, 
PWN flares, stellar flares…

LST potential on Variable Galactic Gamma-ray Sources
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Perspectives I: LST+MAGIC

  

19

Joint observations

● Dedicated analysis chain for joint 

processing of MAGIC and LST-1 as a 

single instrument

● Joint observations allow detection of 

30% (40%) lower flux than MAGIC-

alone (LST-1-alone). 

● This corresponds to the detection of 

the same flux in twice (nearly three 

times) shorter time.

● MAGIC and LST-1 when combined 
have a better performance than 
working separately. 

● Both collaborations are working 

closely together on joint scheduling, 

the science topics (joint observation 

proposal call), follow up of fast 

transients, ...
Abe et al. 2023, A&A 

680, A66

• MAGIC + LST-1 feagure a better 
performance than working separately 

• detection of 30% (40%) lower flux 
than MAGIC- alone (LST-1-alone). 

• Dedicated analysis tools: processing of 
MAGIC and LST-1 as a single instrument 

• Joint Scientific Program with a joint 
TAC scheme, scheduling, ToOs.. since 
current LST Cycle 3 and MAGIC Cycle 

• Dedicated F2F Science and A&R 
meetings and collaboration between 
different Physics Working Groups 
being settled

Joint LST-1 and MAGIC observations

� /2929
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CTAO-N Performance
• LSTs dominate CTAO sensitivity 

below 150 GeV

• Ideal for fast transients and soft 
sources

cherenkov 
telescope 
array

4

LSTs Dominate

Required LST Energy Range

Perspectives II: 4 LSTs

Full LST array diff. sensitivity

• LST 2-4 construction progressing 
rather rapidly!  

• LST2-4 commissioning in short 
succession in 2025-2026  

• Transition to CTAO in the short-term 
future (> 2027?…)

  20

LSTs are going stereo !

● The constructions of the remaining LST telescopes are progressing 
rapidly

● LST2-4 will start their commissioning in short succession in 2025-2026
● The LST array once completed will have an unprecedented sensitivity in 

the sub-100 GeV range



� /2931

and keep tuned! 

Thanks 

credit: CTA Consortium, Akihiro Ikeshita
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PeVatron candidates with LST-1
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LST-1 observations of LHAASO J2108+5157

- LHAASO J2108 is one of the first 12 
UHE (E > 100 TeV) sources detected 
by LHAASO, and the only one without 
any associated counterpart at TeVs

Abe, S., et al.: A&A 673, A75 (2023)

4FGL J2108.0+5155

4FGL J2109.5+5238c

4FGL J2115.2+5219c

4FGL J2110.7+5129

XMMLHAASO

HS
+ +

+

+

+

+

Fig. 3. Fermi-LAT TS map in Galactic coordinate above 2 GeV, which
shows the sources present in the 4FGL-DR3 catalog with their 95%
positional errors (magenta and red ellipses). The small green rectan-
gle indicates the position of the LHAASO source with statistical uncer-
tainty on RA and Dec derived from a two-dimensional Gaussian model,
while the smaller green circle represents 95% position uncertainty of
0.14� reported by Cao et al. (2021a). The larger green circle indicates
the 95% UL on the source extension (0.26�). The white cross highlights
the position of a new potential hard source, whereas the yellow contour
indicates the FoV of the previously discussed XMM observation.

of 4FGL J2108.0+5155, whereas using a harder photon index
moves the peak toward the southeast (in Galactic coordinates).
This trend becomes even more evident when we move towards
higher energies. Already above 2 GeV, the excess of the TS maps
assumes an elongated shape toward the southeast, and can no
longer be considered as point-like, nor can it be reproduced by an
extended symmetric Gaussian. These TS maps (Fig. 4) confirm
the very soft spectral behavior of 4FGL J2108.0+5155, whose
flux steeply drops above a few GeVs, and suggest the presence
of two di↵erent sources with clearly distinct spectra, located at
two di↵erent positions separated by ⇠0.4�. One of these sources
is 4FGL J2108.0+5155, which is already included in the 4FGL-
DR3 catalog, whereas the other is a new hard source (hereafter
HS), approximately located at l = 92.35� and b = 2.56�, not
included in the catalog. Such sources are di�cult to distinguish
from one another at low energies because of the relatively large
PSF of the Fermi-LAT instrument, and it is not trivial to spatially
disentangle them. On the contrary, they are clearly distinguish-
able above a few GeVs, where the PSF becomes smaller than
the two source separations7. The existence of two distinct peaks
is also evident in the nonsmoothed TS maps. Assuming a flat
spectrum, the excess at the position of HS dominates over that
of 4FGL J2108.0+5155 above ⇠4 GeV. If instead we assume a
harder spectrum, a similar transition occurs at even lower ener-
gies. It is important to mention that the new HS source does not
spatially correlate with the local structure of the di↵use Galactic
emission model.

Adding the new HS source in the original source model
and rerunning the likelihood fit analysis provides slightly dif-

7 As a matter of reference, 0.4� corresponds to more than
68% containment angle above 3 GeV for the Fermi-LAT instru-
ment. At higher energies, the PSF decreases, reaching 0.2� and
better above 10 GeV. For a detailed Fermi-LAT PSF dependence
on energy see: https://www.slac.stanford.edu/exp/glast/
groups/canda/lat_Performance.htm

ferent results for the spectral shape of 4FGL J2108.0+5155,
which is now fitted with a log parabola with a normalization
of (9.9 ± 0.9) ⇥ 10�13 ph cm�2 s�1MeV�1, ↵ = 2.7 ± 0.2 and
� = 0.32 ± 0.16, assuming the same fixed value for Eb. The
new HS source is detected with a significance of ⇠4�, and
its spectrum can be fitted with a PL with a normalization of
(1.5 ± 0.9) ⇥ 1013 ph cm�2 s�1MeV�1 and a photon index of
� = 1.9 ± 0.2, using an energy scale of E0 = 1 GeV. If we fix
the photon index, the normalization accuracy of HS improves
to (1.5 ± 0.5) ⇥ 10�13 ph cm�2 s�1MeV�1. Due to the HS small
flux at low energies, its inclusion in the model does not signif-
icantly a↵ect the spectral results of the neighboring sources, in
particular at low energies. Using a di↵erent model to represent
the HS source, such as a log parabola or ECPL does not improve
the likelihood fitting, and so the simple PL is preferred, which
presents fewer degrees of freedom. The angular separation of
this HS from the LHAASO J2108+5157 source is 0.27�, which
is larger than the 95% upper limit of the extension provided in
Cao et al. (2021a), and is therefore unlikely to be its counterpart.

The SED points of J2108.0+5155 and HS shown in Fig. 5
were computed by running a separate independent likelihood
analysis in each smaller energy band, replacing the source of
interest with a simple PL spectrum. The normalization of this
spectrum was let free to vary in the fit, whereas its photon index
was fixed to the local slope (↵) of the log parabola in the case of
J2108.0+5155, and to the previous obtained photon index � in
the case of the HS source. The error bar represents 1� statistical
error. The confidence band represents the 1� error obtained from
the covariance matrix of the fit.

The discrepancy between our flux and that provided by
Cao et al. (2021a) can arise from the several di↵erences present
between the two analyses, which we highlight in this article. In
particular, we used a more recent IRF, a more recent source cat-
alog, and a more recent isotropic di↵use emission component.
Furthermore, Cao et al. (2021a) provided the integral flux value
assuming a symmetric Gaussian extended source with a radius
of 0.48�, and our TS map results suggest this is not a correct
assumption (see Fig. 4).

2.3. XMM-Newton

The field surrounding LHAASO J2108+5157 was observed
by XMM-Newton on June 11, 2021, for a total of 13.6 ks.
The observation was centered on RA(J2000)=317.0170�,
Dec(J2000)=+51.9275�. We reduced the data from the
European Photon Imaging Camera (EPIC)8 of XMM-Newton

using XMMSAS v19.1 and the X-COP data-analysis pipeline
(Eckert et al. 2017; Ghirardini et al. 2019). After screening the
data and creating calibrated event files using the standard chains,
we used the XMMSAS tasks pn-filter and mos-filter to
filter out time periods a↵ected by strong soft proton flares. After
excising the flaring time periods, the clean exposure time is
4.7 ks (MOS1), 4.9 ks (MOS2), and 3.0 ks (pn). From the clean
event files, we extracted images in the soft (0.5–2 keV) and
hard (2–7 keV) bands, and used the eexpmap task to create
e↵ective exposure maps accounting for vignetting, bad pixels,
and chip gaps. To estimate the nonX-ray CR-induced back-
ground (NXB), we made use of the unexposed corners of the
detectors to rescale the filter-wheel-closed event files avail-
able in the calibration database. We then reprojected the filter-
wheel-closed data to match the attitude file of our observation

8 The EPIC is made of three co-aligned detectors: MOS1, MOS2
and pn.

A75, page 6 of 16

- LST-1 data set: 91h taken  from June 
to Sept. 2022 => 50h after quality 
cuts selection 

- Dedicated Fermi-LAT analysis using 
~12 yrs of data and the 12-year 4FGL-
DR3 catalog  

-  Obtained XMM-Newton dedicated 
observations on the source for 
about 14 ksec 

-
Abe et al. (CTA-LST collaboration) 2023

- First scientific publication by the LST-1 Collaboration (Abe et al. 2023)
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LST-1 observations of LHAASO J2108+5157
- LST-1 analysis yields a hint for an excess (3.7σ) in at E > 3 TeV.  

SST ⌀4 m

Early Science: candidate Pevatron Observation

LHAASO J2108+5157 is the first gamma-ray 
source directly discovered in the UHE 
band (~100 TeV)

䙘 ~ 91 hour observation
䙘 No X-ray or VHE counterpart (3.7σ in 

the few TeV band) → 
constraining upper limits achieved

䙘 First Science publication by LST-1

J. Juryšek et al. (CTA-LST Project et al.): arXiv:2210.00775 (A&A accepted, 2023)

Alessandro Carosi TeVPA 2023 - 2023/09/15

- When the whole E-range is 
considered, a signal at 2.2σ is 
found (assuming point-like 
source morphology) 

- Analysis of XMM data does 
not yield to any significant 
detection either, assuming  
extended emission around 
the SNR or associated PWN 

- Fermi-LAT: soft emission 
from 4FGL J2108.0+5155, 
displaying a typical cutoff 
spectrum of GeV PSRs, no  
hints for extended emission

Abe et al. (CTA-LST collaboration) 2023
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LST-1 observations of LHAASO J2108+5157
- Both leptonic (IC) and hadronic (pp interactions in nearby MCs) considered  

Abe, S., et al.: A&A 673, A75 (2023)

Table 4. Best-fit parameters of an ECPL electron distribution in the
form dN/dE = N0(E/E0)�↵ exp(�(E/Ec)), where E0 is the energy scale,
↵ the spectral index, and Ec the cuto↵ energy.

Parameter Best fit value Frozen

E0 [TeV] 1 True
Ee,min [GeV] 0.1 True
Ee,max [TeV] 1000 True
N0 [⇥1043 TeV�1] 1.7+4

�1.4 False
Ec [TeV] 100+70

�30 False
↵ 1.5 ± 0.4 False

Notes. Normalization of the spectrum N0 is calculated for the source
distance of 1 kpc. VHE-UHE emission of LHAASO J2108+5157 is
assumed to be dominated by emission due to IC scattering of electrons
on CMB (T = 2.83 K, u = 0.26 eVcm�3) and FIR (T = 20 K, u =
0.3 eVcm�3) seed photon fields.

Fig. 7. Multiwavelength SED of LHAASO J2108+5157 showing a
leptonic scenario of emission. Observations with di↵erent instruments
are represented by data points of di↵erent colors: XMM-Newton r =
60 (blue), r = 160 (green), Fermi-LAT (red), LST-1 (purple), and
LHAASO-KM2A (yellow). The black solid line represents the best-
fitting IC-dominated emission of LST-1 and LHAASO data. The cor-
responding synchrotron radiation of the same population of electrons
is represented with dashed and dash-dotted lines for B = 1.2 µG and
B = 1.9 µG, respectively. The dotted line represents a phenomenolog-
ical model of a tentative pulsar: the best-fit PL with a subexponential
cuto↵ on the Fermi-LAT data.

limits, which are relevant if the source is relatively close, the
constraints on the magnetic field would be even stronger, namely
B . 0.5 µG. Given its Galactic latitude of b ⇡ 3�, the source is
close to the Galactic plane if it is not too distant from the Sun,
and one should not expect a background magnetic field strength
significantly below the typical level; therefore the absorbed case
is favored. The possibility of greater extension of the undetected
PWN – which would potentially lead to more relaxed constraints
on its magnetic field – cannot be excluded. However, we note
that even the approximate absorbed X-ray flux ULs scaled on the
full UHE source extension lead to a relatively low B . 1.9 µG
compared to the average Galactic magnetic field (also shown in
Fig. 7 for reference).

Such a weak magnetic field, needed to suppress the syn-
chrotron emission of LHAASO J2108+5157, is on the lower
end of the typical range seen for BPWN, which is, 1�100 µG
(Martin et al. 2014; Zhu et al. 2018). However, we note that a
relatively weak magnetic field is needed to explain a leptonic
UHE emission, which is only possible in radiation-dominated
environments (Vannoni et al. 2009; Breuhaus et al. 2021, 2022).
MILAGRO (Abdo et al. 2009) and HAWC (Abeysekara et al.
2017) detected an extended 2� TeV emission surrounding the
pulsar Geminga, leading to the recent establishment of a new
class of TeV-halo sources (Linden et al. 2017; Sudoh et al.
2019). Resulting from propagation of relativistic electrons that
already left the PWN in the interstellar medium (ISM), mag-
netic field in the TeV halos can be expected to follow the
level of the magnetic field in the ISM. However, Liu et al.
(2019) obtained an upper limit on the magnetic field in the
halo of Geminga of B < 1 µG, and therefore the TeV halo
scenario for LHAASO J2108+5157 is also feasible. The TeV
nebula surrounding Geminga has a large angular extension, but
this pulsar is also relatively close (d = 250 pc Faherty et al.
2007). In the Geminga-like scenario, the lower limit on the
distance of LHAASO J2108+5157 is approximately 2 kpc in
order not to violate the source-extension UL of 0.26� provided
by Cao et al. (2021a).

Inverse-Compton-dominated radiation of a single electron
population cannot explain the soft GeV emission of 4FGL
J2108.0+5155, which is spatially coincident with LHAASO
J2108+5157. There are 117 �-ray pulsars identified in the
Fermi-LAT data showing similar spectral properties to 4FGL
J2108.0+5155 (Abdo et al. 2013). We therefore put forward the
hypothesis that the GeV emission is the signature of a �-ray pul-
sar. Saz Parkinson et al. (2016) applied machine learning meth-
ods to classify sources in the Third Fermi-LAT catalog in two
major classes: AGNs and pulsars. 3FGL J2108.1+5202, which is
the Third Fermi-LAT general catalog (Acero et al. 2015) coun-
terpart of 4FGL J2108.0+5155, was classified consistently with
logistic regression (LR) and RF classifiers as a pulsar, which
provides support for our hypothesis. However, we note that the
resulting LR and FR probabilities are relatively low, that is,
only about 30%, and therefore we cannot exclude the possibil-
ity of misclassification of the source, and an extragalactic origin
of the HE emission cannot be excluded (for further details see
Saz Parkinson et al. 2016).

Gamma-ray pulsars are characterized by soft spectra, with
the flux steeply falling above a few GeV (e.g., MAGIC
Collaboration 2020). In the Fermi-LAT energy band, the typical
di↵erential spectrum can be described with a PL with a subexpo-
nential cuto↵ dN/dE = N0(E/E0)�� exp(�(E/Ecuto↵)b), where
E0 is the energy scale, � the photon index, Ecuto↵ the cuto↵
energy, and b the cut-o↵ strength (Leung et al. 2014; MAGIC
Collaboration 2020). In order to reduce the degeneracy of the
model parameters, considering that there are only three signifi-
cant Fermi-LAT flux points, we fixed b = 0.7, which is the cut-
o↵ strength of the PL with a subexponential cuto↵ model of the
Geminga pulsar SED in the GeV band (MAGIC Collaboration
2020). The best fit of the Fermi-LAT data consistent with XMM-

Newton ULs shown in Fig. 7 has � = 1.5+0.1
�0.2 and Ecuto↵ =

0.9 ± 0.2 GeV. Despite the large uncertainty, the photon index
is consistent with that of �-ray pulsars with a spin-down power
of Ė = 1034 � 1037 erg s�1 (Abdo et al. 2013). The �-ray lumi-
nosity of 4FGL J2108.0+5155 of between 1 and 100 GeV is
L1�100 GeV = 2 ⇥ 1033(d/1 kpc)2 erg s�1. One should note that,
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Fig. 8. Multiwavelength SED of LHAASO J2108+5157 with hadronic
models of emission. Observations with di↵erent instruments are rep-
resented by datapoints of di↵erent colors: XMM-Newton r = 160
(blue), Fermi-LAT (green), LST-1 (red), and LHAASO-KM2A (pur-
ple). The best-fitting hadronic model of VHE-UHE emission (solid
line) with fixed spectral index of the proton PL distribution ↵ = 2.75
has �min = 1.6 ⇥ 105 for both clouds. Dashed line represents the
total neutrino flux for both clouds. Black and red dash-dotted lines
represent the synchrotron emission of secondary particles for cloud 1
and cloud 2, respectively. The gray dash-dotted line represents the ⇡0

decay emission model with ↵ = 2 and �min = 1 shown for reference
(Cao et al. 2021a).

is ET,1 = 7.5 ⇥ 1046 erg and ET,2 = 1.5 ⇥ 1046 erg, assuming the
interaction of protons with the more distant and closer molecu-
lar cloud, respectively. This is well below the energy content of
CR protons interacting with molecular clouds in the vicinity of
W28 and IC 443, which is 1%�10% of the total energy of a typ-
ical SN, which is ESN ⇡ 1051 erg (Ackermann et al. 2013; Cui
et al. 2018).

The total neutrino flux resulting from ⇡+/� decay is compa-
rable with the �-ray flux in the TeV range (see Fig. 8), which
makes this source an interesting candidate for a follow-up anal-
ysis of data from a neutrino detector in this region. However,
we note that the sensitivity of current neutrino detectors is about
an order of magnitude lower than the predicted neutrino flux,
and only future instruments will have the potential to defini-
tively confirm or reject the hadronic emission hypothesis (e.g.,
Grant et al. 2019).

The HE �-ray emission cannot be explained in a single-
component hadronic scenario together with VHE-UHE emis-
sion. Cao et al. (2021a) suggested that the spectrum of the
extended source 4FGL J2108.0+5155e may be associated with
an old SNR, which usually features a soft spectrum above 1 GeV
(Acero et al. 2016b; Li et al. 2021). However, our dedicated
analysis of Fermi-LAT data shows that the Gaussian extended-
source assumption is not correct. Fitting the SED of 4FGL
J2108.0+5155 in the Fermi-LAT energy band above 1 GeV with
a single PL provides a photon index of � = 3.2 ± 0.2, which
in turn tends to be too soft compared to the observations of old
SNRs interacting with dense molecular clouds (see Yuan et al.
2012). One might also consider a significant contribution of HE
emission from the sea of CRs. The energy density of CRs at
Galactocentric radii > 8 kpc is uCR(E > 1 GeV) ⇡ 0.5 eV cm�3

Table 5. Best-fit parameters of ⇡0 decay-dominated VHE-UHE emis-
sion of LHAASO J2108+5157 for both molecular clouds in the direc-
tion of the source.

Parameter Best fit value Frozen
Cloud 1 Cloud 2

n [cm�3] 115 240 True
d [kpc] 3.1 2.0 True
R [pc] 7.1 4.5 True
�min [⇥105] 1.6 ± 0.5 1.6 ± 5 False
�max [⇥106] 1.0 1.0 True
B [mG] 9 ± 5  8 False
N [⇥10�15 cm�3] 4 ± 1 3 ± 1 False
↵ 2.75 2.75 True

Notes. The injected protons are assumed to be distributed according
to ECPL with �-factor in the range (�min, �max), cuto↵ at �cut, spectral
index ↵, and total numeric density N.

(Yang et al. 2016), which is lower than observed in the Solar
System. Considering the angular resolution of Fermi-LAT at
1 GeV, which is about 0.9�, the UL on the radius of 4FGL
J2108.0+5155 to still appear as a point-like source can be writ-
ten as R < d tan (0.9�). This results in rather weak limits on
the proton energy density up,1(E > 1 GeV) > 0.14 eV cm�3 and
up,2(E > 1 GeV) > 0.10 eV cm�3, for the more distant and closer
molecular cloud, respectively, and a hadronic origin for the HE
emission therefore cannot be excluded.

4. Summary and conclusions

In this work, we present a multiwavelength study of the uniden-
tified UHE �-ray source LHAASO J2108+5157, which has not
yet been found to be associated with any PWN, SNR, or pul-
sar. Dedicated observations of the source with LST-1 – yielding
49 hours of good-quality data – resulted in a hint (2.2�) of hard-
spectrum emission at energies between 300 GeV and 100 TeV,
which can be described with a single PL with a photon index of
� = 1.62 ± 0.23. Our data analysis with selection cuts optimized
for source detection show a possible excess (3.7�) at energies
E > 3 TeV. Although a confirmed detection of the VHE emis-
sion would require deeper observations, the LST-1 data provide
important constraints on the source emission in the TeV range.

The VHE-UHE �-ray emission can be well described with
IC-dominated emission of relativistic electrons with a spectral
index of ↵ = 1.5 ± 0.4 and a cut-o↵ energy of Ec = 100+70

�30 TeV,
favouring the PWN scenario. However, there is no sign of any
X-ray source in 13.6 ks of dedicated observation with XMM-

Newton, which puts strong constraints on the magnetic field in
the emission region, B . 1.2�1.9 µG, depending on the angular
extension of the X-ray-emitting region. Such a weak magnetic
field is on the lower end of a typical magnetic field in PWNe,
and also compatible with a magnetic field in the TeV halo around
Geminga. A detailed morphological study of the region with a
high-resolution instrument, such as the future completed CTA
observatory, or a deeper X-ray observation would shed more
light on the nature of the source and help to distinguish between
the PWN and TeV-halo hypotheses.

The lack of detection of a pulsar associated with the UHE
source presents another challenge for the PWN/TeV-halo sce-
nario. Our dedicated analysis of the 12 years of Fermi-LAT data
allowed us to precisely determine the spectral properties of the
HE source 4FGL J2108.0+5155, which is spatially consistent
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Fig. 1. ON (blue) and OFF (orange) counts detected by the LST-1 telescope after selection cuts in 49.3 hours of e↵ective observation time in
four blindly selected energy bins. Number of excess events in the first two ✓2 bins for the highest energies is 45 ± 13 with a Li and Ma detection
significance of 3.67�.

Table 1. Best-fit parameters for the spectral analysis performed on the LST-1 data alone using a PL model of the spectrum, and for the joint fit to
LST-1 and LHAASO data using ECPL.

Data Spectral N0 � Ecuto↵ �2 logL
model [⇥10�14 cm�2 s�1 TeV�1] [TeV]

LST-1 PL 8.0 ± 5.4 1.62 ± 0.23 . . . 5.17
LST-1 + LHAASO ECPL 7.6 ± 4.8 1.37 ± 0.22 50 ± 14 7.30

Fig. 2. Spectral energy distribution of the LHAASO J2108+5157 source
observed with LST-1. The green confidence band represents the best-
fitting PL spectral model of LST-1 data and its statistical uncertainties.
The blue confidence band shows a joint likelihood fit of the LST-1 data
and LHAASO flux points with an ECPL spectral model. The ECPL
spectral model was used to estimate the 95% confidence level ULs on
the di↵erential fluxes shown in all energy bins.

Eb = 1580.67 MeV). The other three 4FGL sources visible in
Fig. 3 are fainter and present a softer log-parabolic spectrum
with a turnover at lower energies, with the only exception being
J2109.5+5238c, whose spectrum is a PL with a photon index
of 2.6, which locally overtakes the flux of 4FGL J2108.0+5155
above a few tens of GeV.

The spectrum of the closest source to LHAASO
J2108+5157, namely 4FGL J2108.0+5155, presents a steep
decrease above a few GeVs, which is not compatible with the

Table 2. LST-1 flux ULs (95% confidence level) assuming a point-like
source with an ECPL spectral model.

E min E max Flux ULs TS

[TeV] [TeV]
"
⇥10�14

cm�2s�1

#

0.32 1.00 30.8 0.85
1.00 3.16 19.2 0.23
3.16 10.00 10.6 4.19
10.00 31.62 4.86 7.07
31.62 100.00 1.20 0.15

UHE LHAASO points. Therefore, its physical relation to the
UHE source is challenging (see the discussion in the following
sections). By rerunning the analysis, extending the low-energy
threshold to 500 MeV and to 300 MeV, and properly increasing
and adapting the selected ROI, the fitted spectra that we obtain
present some scatter at low energy, which is due to the large
instrument PSF. Although it depends on how much freedom we
allow in the fit to the neighboring sources and to the Galactic
di↵use emission, in all cases the trend converges toward a
unique and consistent behavior above a few GeVs.

In order to verify the goodness of the used source model at
high energies, we constructed a 15� ⇥ 15� TS map centered on
the LHAASO source, removing the source 4FGL J2108.0+5155
from the model. We computed the TS map above di↵erent
threshold energies, from 1 GeV to 10 GeV, and we used a PL
spectrum for the putative source, assuming di↵erent � indices
(from �1.5 to �3). Some of these TS maps are reported in
Fig. 4. Each TS map has been smoothed with a Gaussian with
a standard deviation equal to 68% of the Fermi-LAT contain-
ment angles at each di↵erent threshold energy. From this analy-
sis, we can clearly see that, assuming a very soft photon index,
above 1 GeV the peak of the TS map coincides with the position
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- The LST-1 and LHAASO observations can be explained 
as IC emission by relativistic electrons with a cutoff 
energy of 100+70 TeV.  

- The low magnetic field in the source imposed by the 
X-ray upper limits on synchrotron emission is 
compatible with PWN / TeV halo, but no PSR detected 

- UHE emission and LST hint 
of hard spectrum could work  
in a hadronic scenario 
(protons from middle-aged 
SNR + MC interaction), but 
then the HE counterpart 
may 
not be related?  
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LST-1 observations of G106.3 + 2.0 (Boomerang SNR)

- Gamma-ray emission has been observed in the SNR G106.3+2.7 region from GeV 
up to few hundreds of TeV energy range.

See dedicated talk F. Cassol

Boomerang 3

Figure 1. CGPS 1420 MHz radio temperature brightness map [K] of the SNR G106.3+2.7 region with the head, tail and PWN
indicated by green dashed lines. The pulsar location is marked by the green cross. The white ellipse represents the extent of the
gamma-ray emission previously detected by VERITAS. The black plus, yellow cross, and cyan diamond represent the centroids
of the gamma-ray emission detected by HAWC, LHASSO, and Fermi-LAT, respectively.

The Boomerang region is one of the most remarkable composite SNRs for its complex multi-wavelength morphology
and the recent detection of gamma rays above 100 TeV indicating it to be a PeVatron candidate. Its large-scale radio
emission (G106.3+2.7) consists of a compact boomerang-shaped nebula around the radio pulsar PSR J2229+6114
and cometary structure extending toward the southwest. The radio source G106.3+2.7 was first identified as a SNR
by Joncas & Higgs (1990) following the Dominion Radio Astrophysical Observatory (DRAO) survey of the northern
Galactic plane. Using further DRAO observations in the 408 MHz and 1420 MHz continuum bands, Pineault & Joncas
(2000) discerned two distinct regions of SNR G106.3+2.7, labeled the head and the tail (See Figure 1). The head
region is characterized by its higher surface brightness and flatter spectral index in comparison to the elongated tail
region. Using VLA observations at 20 and 6 cm, as well as ROSAT and ASCA observations, Halpern et al. (2001b)
identified a compact radio and X-ray source in the northeast area of the SNR G106.3+2.7 head region and suspected
it to be a pulsar with a corresponding PWN. The radio and X-ray detections of a 51.6 ms pulsation from the pulsar,
now known as PSR J2229+6114, confirmed this hypothesis (Halpern et al. 2001a). Further radio and X-ray timing
studies of the pulsar led to determining a spin-down power of 2.2 ⇥ 1037 erg s�1 and a characteristic age of ⇠10 kyr
(Halpern et al. 2001a). A compact PWN with a r ⇠ 10000 extension was detected in the radio band and was suggested
to be associated with SNR G106.3+2.7 based on the subsequent measurement of the same peak H I velocity from
the compact Boomerang nebula and the head region (Kothes et al. 2001). While SNR G106.3+2.7 has been labeled
as an SNR, no thermal X-ray emission is reported anywhere in the Boomerang complex, and no large-scale radio
morphological features are evident that might suggest the supernova blast wave. The larger-scale integrated radio
spectral index is �0.61 (Kothes et al. 2006), while that of the PWN alone is ⇠ 0 (Halpern et al. 2001a), suggesting a
shock acceleration source for the larger scale electrons, but there is no edge brightening apparent in any location.
It has been hypothesized that the Boomerang’s shape could be caused by a bow-shock between PSR J2229+6114 and

its surrounding medium. However, this was deemed unlikely, as simple modelling of the system under this assumption
resulted in a supernova explosion energy far below anything ever recorded; the pulsar also does not lie at the apex of

- GeV emission coincident with PSR 
J2229+6114 (also pulsations; Abdo+ 
2019), which was also associated with 
EGRET source 3EG J2227+6122 
(Hartman et al. 1999) 

- VHE emission from the tail region 
(VER J2227+608; Acciari et al. 2009), as 
well as from the head region (MAGIC, 
Oka et al. 2021).

Pope et al. (NuSTAR & VERITAS coll.) 2023

PeVatron candidates with LST-1
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- Emission at E > 100 TeV detected by HAWC, Tibet ASγ, and LHAASO, coincident with 
the VERITAS and Fermi-LAT tail region source 

- LST-1 large zenith angle observations on G106.3+2.7 to better constrain its 
morphology and spectral properties 

- VHE and UHE emission origin: leptonic (PWN?) or hadronic (SNR + MC interaction)? 

Scientific justifications

2) Recent results from Hawc (and MAGIC?) show the
presence of a UHE source also close to the PWN. Through
MAGIC-Hawc MoU we got some details regarding the head
emission and it is something that it is very interesting to
address with LST1

?

ECRS 2022 MAGIC, T. Oka 2022

?

MAGIC, T. Oka 20221)   All  recent MWL  (radio, X, GeV, TeV)  studies of the SNR 
tail strongly favour an hadronic emission model, BUT also…

Scientific justifications

2) Recent results from Hawc (and MAGIC?) show the
presence of a UHE source also close to the PWN. Through
MAGIC-Hawc MoU we got some details regarding the head
emission and it is something that it is very interesting to
address with LST1

?

ECRS 2022 MAGIC, T. Oka 2022

?

MAGIC, T. Oka 20221)   All  recent MWL  (radio, X, GeV, TeV)  studies of the SNR 
tail strongly favour an hadronic emission model, BUT also…

Adapted from Saito et al. (Gamma-Ray Symposium 2022); courtesy of F. Cassol 

LST-1 observations of G106.3 + 2.0 (Boomerang SNR)

PeVatron candidates with LST-1
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Galactic Center

- LST-1 has observed the Galactic Center, the first proposed Galactic PeVatron 
(H.E.S.S. Collaboration 2016) 

- LST-1 obserations taken at LZA in 2021 - 2023, for a total of about 40h, using 
wobble observations at 0.5 and 0.7 deg offset.  

- Analysis is being carried on using the standard analysis software lstchain, 
as well as dedicated (in development) background modelling  

- Joint campaign with MAGIC

Daniel Mazin ICRC2023, Nagoya, July 26 - Aug 3, 2023

Early Science: Galactic Center

• Data taken in 2021 - 2023 in 
wobble mode with an offset 
angle of 0.5 deg and 0.7 deg 

• After data selections, the data 
amounts to 39 hours 

• Analysis is carried out through 
the standard software lstchain 
and a special background 
modeling 

• Also taken joint data with 
MAGIC (S. Abe et al.)

11

See details in Shotaro Abe poster

Daniel Mazin ICRC2023, Nagoya, July 26 - Aug 3, 2023

Early Science: Galactic Center

• Data taken in 2021 - 2023 in 
wobble mode with an offset 
angle of 0.5 deg and 0.7 deg 

• After data selections, the data 
amounts to 39 hours 

• Analysis is carried out through 
the standard software lstchain 
and a special background 
modeling 

• Also taken joint data with 
MAGIC (S. Abe et al.)

11

See details in Shotaro Abe poster PRELIMINARY

from Abe et al. (ICRC 2023)



LST as a PSRs and Transients Machine

• LST will dominate CTAO sensitivity below ~150 GeV 

• Low E-threshold (~20 GeV), large Aeff, fast repositioning… 

• Ideal instrument for fast transients and spectrally soft sources

SST ⌀4 m

Alessandro Carosi SAIT - 2023/05/17

The LST-1 Prototype

❏ Low energy threshold (down to ~20 GeV)
❏ Large effective area at multi-GeV range

          ( ~ 104 x Fermi-LAT @ ~ some mins. timescale)
❏ Fast slewing capabilities (~20 s/1800 in azimuth)

LST “sweet range” 
(CTA sensitivity dominated by LSTs)

GRB, GWs….

~104

- Camera: 1855 PMTs, FoV ~ 4.3°
- Parabolic mirror: 23 m, 400 m²
- Focal length: 28 m
- Moving weight: ~100 tons
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❏ Low energy threshold (down to ~20 GeV)
❏ Large effective area at multi-GeV range

          ( ~ 104 x Fermi-LAT @ ~ some mins. timescale)
❏ Fast slewing capabilities (~20 s/1800 in azimuth)

LST “sweet range” 
(CTA sensitivity dominated by LSTs)

GRB, GWs….

~104

- Camera: 1855 PMTs, FoV ~ 4.3°
- Parabolic mirror: 23 m, 400 m²
- Focal length: 28 m
- Moving weight: ~100 tons
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• LST-1: the first CTAO prototype 

• LST-1 view on variable Galactic sources 

• Pulsars: Crab, Geminga 

• mangetars: SGR 1035 

• Novae: RS Oph, others/T CrB 

• SNe explosions 
• Perspectives 

• MAGIC + LST-1 
• LST array


